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ABSTRACT

The last decades have witnessed enormous progress in our ability to control and shape light
using two-dimensional artificial optical materials, also known as metasurfaces. These materials
are typically made from arrays of either metallic or dielectric sub-wavelength nanoparticles. By
judicious design of the nanoparticles' morphology, composite materials and position in the
array, local control over the amplitude, phase and polarization of light can be achieved.
Therefore, metasurfaces offer the possibility of miniaturizing traditional optical elements and
realizing new functionalities. Furthermore, the great degree of freedom in their design provides
the means to comprehensively explore a plethora of novel physical phenomena.

The optical response of a metasurface essentially stems from each individual nanoparticle's
response, in addition to the interaction between all nanoparticles. In recent years, it has been
shown that collective coherent interaction of the nanoparticles in the array can play an essential
role in the total response, giving rise to numerous intriguing physical phenomena with great
applicative potential.

In this thesis, we theoretically and experimentally explore fundamental aspects of the collective
coherent interactions within arrays of metallic nanoparticles. Specifically, we focus on three
novel aspects of these interactions: (i) Extension to the nonlinear optical regime. (ii) Temporal
control and slow light effects. (iii) Their broadband amplitude and phase characterization.

We start by a comprehensive introduction in Chapter 1 that serves as the foundation for the
original research presented in this thesis. The introduction presents the subjects of linear
(section 1.1) and nonlinear (section 1.2) metasurfaces, slow light effects (section 1.3), spectral
interferometry (section 1.4), and the various experimental, numerical and fabrication methods
used for the presented research (section 1.5). In Chapter 2 , which is the body of this article-
based thesis, we present three peer-reviewed publications, each focused on different aspect of
the collective interaction. In the first paper, in section 2.1, we introduce a study of the collective
interactions within nanoparticle arrays in the nonlinear regime. We demonstrate a new resonant
condition for enhanced nonlinear conversion that origins from coupling of nonlinear localized
and distributed modes. The localized modes are associated with coherent electron oscillations
at each particle, known as plasmons, while the distributed modes correspond to surface waves
supported by coherent diffraction. In addition, we present a theoretical framework to model the
role of the interaction on the nonlinear response of the array in general, and specifically for
predicting the emergence of the demonstrated effect. Thereafter, in section 2.2, we show how
collective scattering at the array may induce tunable transparency and slow light windows.
Finally, in section 2.3, we present an original characterization method to dynamically and

accurately obtain the spectral phase of a microscopic sample, either in reflection or



transmission. The method enables flexible illumination conditions, and therefore is particularly
advantageous for characterization of metasurfaces supporting collective coherent effects. The

findings and developments of this thesis will pave the way to new and exciting applications in
nanophotonics.
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1.1 Optical metasurfaces

Over the past couple of decades, there have been immense advancements in the ability to
control light using two-dimensional optical materials, called metasurfaces. These are optically
thin structured materials made from subwavelength nanostructures, also referred to as meta-
atoms, which allow control over the properties of light interacting with them. Metasurfaces
enable the manipulation of waves in the optical far field and can be used as optical elements for
beam shaping and holography. Moreover, metasurfaces also enable the control of light in the
intermediate and near-field zones. By tuning the propagation of waves in the intermediate
regime, also known as the Fresnel zone, it is possible, for example, to focus beams or engineer
desired point-spread functions. At shorter distances, at which the behavior of light is governed
by its near-field characteristics, judicious manipulation of the energy distribution can be
beneficial for various processes, such as nonlinear generation of new frequencies [1-6],
surface-enhanced Raman scattering [7-9], enhancement of Purcell factors [10-12], and
enhancement of the chirality of molecules [13-15].

Metasurfaces can be used to efficiently and locally control the amplitude, phase and
polarization of transmitted and reflected light. Therefore, they offer the possibility of
miniaturizing traditional optical elements and realizing new functionalities. Over the past two
decades, a wide variety of optical elements have already been realized by using metasurfaces,
including wave plates [16,17], polarization switches [18,19], holograms [20,21], diffractive
gratings [22,23], wavelength-selective surfaces [24], and lenses [25-27]. Along with their
applicative potential, metasurfaces have been shown to support intriguing physical phenomena.
Some examples include generation of hybrid light-matter states [28,29], electron wave function
tunneling [30,31], interaction with single molecules [32,33], negative refraction [34] and room
temperature Bose-Einstein condensation [35]. Moreover, thanks to the great flexibility in
design and control over their optical and physical properties, metasurfaces provide a testbed for
exploration of fundamental physical phenomena, which appear in completely different physical
systems. Specifically, analogies between the photonic nature of metasurfaces and electronic
states in condensed matter, have been extensively studied. Some of these analogies, for
example, concern with photonic (electronic) band structures and band gaps [36-38], Anderson
localization [39,40], topological states [36,41] and spin-orbit coupling [42].

Numerous types of metasurfaces have been studied, spanning from metasurfaces composed of
either metallic or high-index dielectric planar assemblies of nanoparticles to metasurfaces with
designs based on holes in metallic or dielectric films.

Focusing on metasurfaces composed of nanoparticle arrays, their net optical response depends

on the individual nanoparticle response, defined by its material and morphology, the geometry
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of the array and the surrounding media. Therefore, in section 1.1.1, we first describe the
underlying physical mechanisms and modelling methods for the single nanoparticle optical
response. We focus on the case in which the nanoparticles are metallic and thus support
resonances associated with free electron oscillations, called localized surface plasmon
resonances (LSPRs). These resonances lead to enhancement and localization of the
electromagnetic field in the vicinity of a metallic nanoparticle, along with enhanced scattering
cross sections. Second, in section 1.1.2 we present a comprehensive formalism to account for
the response of a nanoparticle array, while considering mutual influence between the
nanoparticles. Under this formalism, the distinct role of the individual nanoparticle response,
the entire array arrangement and the properties of the applied electromagnetic field, to the net
optical response become evident. Specifically, special attention is given to diffractive coupling
of the nanoparticles composing the array, which may lead to new hybridized resonances, called
surface lattice resonances (SLRs). While this thesis surveys several aspects of linear

metasurfaces, comprehensive reviews of this subject are available [43-55].

1.1.1 Single nanoparticle optical response

The optical response of a nanoparticle to an applied electromagnetic field is essential for
determining its coupling properties to other electromagnetic scatterers, its performance as a
basic element for beam shaping applications and even for predicting its optical nonlinearities.
To characterize this optical response, several properties are crucial as, for example, the charge
density and currents distributions, near-electromagnetic-field distributions and the radiation
pattern. All of these are frequency dependent and strongly connected to the polarization of the
nanoparticle in response to an applied electromagnetic field. The parameter that quantifies it is
the frequency-dependent polarizability @(w), which relates the local electric field E;,.(w) to
the induced polarization P(w) through the relation* P(w) = @(w)E;,.(w). Due to the vectorial
nature of the electric field and polarization, &@(w) is a 3 x 3 tensor. In most cases however, and

specifically in the cases treated in this thesis, the off-diagonal terms of @(w) are vanishingly

1 We emphasize the distinct use throughout this document of a and y, the polarizability and susceptibility, respectively. When
considering the single nanoparticle optical response, we account for the polarization P of the nanoparticle, mediated by a. In
contrast, in the review of nonlinear metasurfaces in section 1.2, we account for the polarization P stimulated by y. While in atomic
physics there is a clear distinction between macroscopic and microscopic descriptions of the polarization by P and p respectively,
in nanophotonic systems, which are much bigger than a single atom but still smaller than the wavelength, the parametrization is
more complex. Specifically, in the context of the CDA, most studies in the literature use capital P, instead of the dipole moment

p. Therefore, to stay consistent with the literature our notation follows this distinction.
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small. Therefore, most of the discussions will treat the polarizability as a scalar a(w), referring
only to a specific diagonal term.

Several mechanisms can determine the resonant properties of a(w) in nanoparticles, depending
mainly on their composing material. Two of the most common mechanisms are the collective
electron oscillations in metallic nanoparticles, called localized surface plasmons (LSP), and the
bound electrons mediated optical modes in dielectric nanoparticles, called Mie resonances. This
thesis focuses on collective interactions within arrays composed of metallic nanoparticles
supporting plasmonic resonances. Yet, it should be noted that the novel phenomena explored
in this dissertation, along with the characterization method developed correspondingly, are
relevant also for other resonant particles as those supporting dielectric Mie resonances. The

following sub-section reviews the fundamentals of the LSPRs.

Metallic nanoparticles - localized surface plasmon resonances

Surface plasmons are coherent modes of collective oscillations of the free electrons on a metal-
dielectric interface. This electron motion is associated with planar-propagating electromagnetic

_w | en(w)eg
o = ‘/W (1)

Where kg, is the magnitude of the wave vector of the surface plasmons, €, (w) and ¢, are the

field with a dispersion relation of [56]:

dielectric constants of the metal and dielectric material, respectively, w is the angular frequency
of light and c is the speed of light in vacuum. When a metal-dielectric interface is confined into
small areas compared to the wavelength, such as in metallic nanostructures, the electrons’

oscillations are non-propagating, and can be localized down to volumes smaller than the

3
diffraction limit (i—;’l) , Where A, is the free-space wavelength and n is the refractive index of

the surrounding medium. These localized electron oscillations, called LSP, can give rise to
enhanced electromagnetic near fields and scattering amplitudes, through a resonance known as
LSPR. Illustrative analysis that captures important features of the LSPR is based on a driven

harmonic oscillator model [44], which results in a Lorentzian solution for the polarizability:

Ao

a(w)=—5——F——
(@) wi — w? + iyw

(1.2)

Where A, is the amplitude, w, is the resonance angular frequency and y is the damping

constant. Typical values of y for resonances in the visible to near-infrared spectral range are in
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the order of 100 THz, corresponding to a resonance width of tens of nanometers. These values
are for typical metals used for plasmonic nanoparticles, such as gold, silver and aluminum. The
metals are chosen such that at their desired frequency of operation they will be below the plasma
frequency and with high electrical conductivity. In the driven harmonic oscillator model, a
restoring force is exerted by the positive ions in the metal, which attract the electrons displaced
by the electric field. The phase of the electron cloud motion relative to the phase of the electrical
driving force determines the relative phase and amplitude of the scattered light. At resonance,
the motion of the electrons’ displacement lags with respect to the electrical driving force by a
phase of /2, whereas the full spectral width extends from in-phase motion, for frequencies
lower than the resonant frequency, to out-of-phase motion, for frequencies higher than the
resonant frequency (Figure 1.1). This phase trend around the resonance is essential for the

coupling properties of plasmonic nanoparticles.

T
S
(0]
= T8
o 2 £
£ o
<
0
A“)’ES
Wavelength

Figure 1.1. Resonance response of plasmonic nanoparticles [57]. The amplitude and phase of the free
electron cloud motion vs. the wavelength are shown, based on the harmonic oscillator model. Inset: A
sketch of a plasmonic nanorod whose electron cloud has been displaced. The displacement behavior of
the free electrons at a nanostructure caused by an oscillating electromagnetic field can be treated as a
driven damped harmonic oscillator. In the vicinity of the resonance wavelength, the phase of the electron
motion relative to the driven field changes significantly.

The above description depicts the mechanism of plasmonic resonances only qualitatively;
however, one must often consider the exact spectral positions of these resonances to design
metasurfaces with the required interactions and coupling properties. To achieve this goal, one
should choose between performing a rigorous analysis to solve the exact electromagnetic

problem or perform numerical calculations using electromagnetic simulation tools or
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approximate methods. An exact solution to the scattering problem exists only for spheroids [58]
and ellipsoids [59], whereas in the general case, the polarizability of a nanoparticle can be found
by using the quasi-static approximation. This approximation assumes that the phase of the
applied field is constant over the entire particle volume; therefore, the particle size along the
it" axis D;, must be much smaller than the wavelength in the surrounding medium, i.e., D; <

Ameq- An important result of the quasi-static approximation is the polarizabilities along the

.. . . . . 4
principal axes for an ellipsoid with semiaxes a4, a, and a3 and volume V = ?ﬂalaza3 [60]2%

€(w) — €meq
€med T Li(e((‘)) - Emed)

aistatic (w) =V

(1.3)

where e€(w) and €,,.4 are the dielectric constants of the particle and the surrounding medium,

respectively, and the L;, which satisfy L, + L, + L3 = 1, are geometric factors given by L; =

a,aaz (o dq
2 0 (af+q)f(@)’

For a qualitative discussion of the outcomes of the polarizability expression and the conditions

where f(q) = /(g + a?)(q + a$)(q + d3).

under which the real part of its denominator vanishes and a resonance condition is fulfilled, one

can consider the simplified dielectric constant of a Drude metal below its plasma frequency w,,

2
Wp
w?+iyw

with a collision angular frequency y, €pryge(®) =1 — . The simple Drude model

cannot describe interband transition effects, which typically occur in the visible regime for
noble metals.

Although the above polarizability result was formulated for small particles in the quasi-static
regime, it can typically be applied for particles with dimensions on the order of tens of
nanometers [56,61]. Moreover, it captures some of the most important features of plasmonic
resonances, as described below. First, the different on-diagonal components of the
polarizability described in Eq. (1.3) correspond to spectrally separated resonances, which
depend on the semi-axes' lengths. Second, in an elongated plasmonic nanoparticle, the
resonance along the direction of elongation redshifts as the corresponding semi-axes’ length
increases. Third, the plasmonic resonances redshift as the dielectric constant of the surrounding
medium increases. The polarizability of an ellipsoid, with adequate corrections to account for

dynamic depolarization and radiative damping [62], can be used to calculate the spectral

2 The polarizability has volume units according to the modified SI system used throughout this thesis [167,168]. The relevant
quantities are summarized in the following table:

Quantity Symbol Relation to Sl
Electric field E EGD
Polarization P PG /(4me)
Polarizability a a®D /(4me)

Exception of this notation is the standard Sl system used in sections 1.2.1 and 1.5.2. The units’ notation was chosen to be consistent
with most literature on the discussed subject and to keep the presented subject elegance.
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positions and line shapes of the resonances for various geometries, such as nanorods, nanoplates
and nanospheres.

For larger particles, i.e. bigger than a few tens of nanometers, corrections to the static
approximation are required to account for dynamical effects. These corrections for the
polarizability are known as the modified long wavelength approximation [62], and take the

following form:

aistatic (w)

2. 3, static k2 static
1- glk a; (w) — Eai (w)

! (w) =

(1.4)

The two terms at the denominator that depends on k? and k3 are associated with dynamic
depolarization and radiative damping, correspondingly.

An additional method to calculate the LSPR spectral location, is by modeling a nanostructure
as an effective Fabry—Pérot cavity for surface plasmons. This treatment is justified when the
characteristic dimension of the structure is comparable to or larger than half the effective
surface plasmon wavelength, and it permits the determination of multiple resonance
frequencies. For example, in a nanorod, the resonant frequencies can be derived by requiring
one round trip of the guided mode to result in a phase accumulation of an integer multiple of

2, as follows:

where L is the length of the nanorod, ¢, is the effective length of the extended field outside the
ends of the rod, that can be related to the reflection phase, and A, is the effective plasmon

wavelength, which has been shown to obey the following empirical relation [63]:

A
Aeff =nq + n, </,{_) (1.6)

D

where n; and n, are constants related to the geometry and the dielectric environment,
respectively, and 4, is the plasma wavelength. The conditions for LSPRs now becomes
dependent on the effective wavelength A, rather than the free-space wavelength. Typical
ratios of 1/A.r are approximately 2-3 in the visible and near-infrared regimes, thus permitting

deep subwavelength sizes for the nanoresonators. Using this simplified model, it is possible to
gain valuable insight into the antenna responses of different metallic shapes, such as
nanodisks [64-67], nanorods [63,68,69], split-ring resonators (SRRs) [70,71], and V-shaped
antennas [72-74].
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From the particle's polarizability, the extinction and scattering cross sections can be calculated
according to [60]:

Oyt = ATkJ{a} .7

8
Osca = - Kl (1.8)

Where J denotes the imaginary part.

1.1.2 Collective array response

The optical response of a nanoparticle array stems from the contribution of all individual
nanoparticles. However, each nanoparticle is affected not only by the applied filed, but also by
the scattered fields from all additional nanoparticles. Therefore, the fields scattered by each
nanoparticle depend on the fields scattered on it by all the other nanoparticles, which gives rise
to a system of coupled equations that need to be solved self-consistently in order to obtain each
nanoparticle polarization. Though the resulting polarization is understood to stem from each
nanoparticle polarizability a and the multiple scattering processes at the array, it is often
convenient to ascribe an effective polarizability a,rr, which accounts for the presence of the
array. Namely, a.r describes the nanoparticle response to the applied field accounting for all
interparticle interactions. The mutual interaction of the nanoparticles can lead to intriguing
collective response that is substantially different from that expected by accounting for each
nanoparticle individual response. Depending on the interplay between the nanoparticles’
morphology, the array geometry and the properties of the applied electromagnetic field,
intriguing physical phenomena can emerge. Some examples are hybridized localized-
distributed modes, substantial narrowing of the spectral line-shapes [75], photonic stop
bands [38], slow light generation [76], enhanced optical nonlinearity [5], and Bose-Einstein
condensation at room temperature [35].

To study the optical response of a nanoparticle array, with capability for predicting and
analyzing the aforementioned phenomena, the coupled dipole approximation (CDA) is often
used [77,78]. This model serves to find the polarization vector P; of each of the N nanoparticles
inthearray (i = 1, ..., N) by solving a system of 3N coupled equations, which accounts for the
mutual influence of all nanoparticles. We denote the 3 x 3 polarizability tensor of the particle

located at r;, by &; ;, and express the polarization at the i location as:
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Pi = P(ri) = a)s,iEloc,i (19)

Where E . ; = E;,.(1;) is the local electric field at r;. This field is composed of the applied

field E i, and the retarded scattered fields from all other particles E ., ;, at that location:

Eloc,i = Eapp,i + Esca,i = Eapp,i + Z ZUPL' (110)

Jj#i

Zij is the dyadic Green's function of a dipole, that describes the interaction between the i** and

j*" dipoles. For a homogeneous refractive index n(1) surrounding the nanoparticles, AHU has

the following form:
eikRij

Ayj=A(ryr) = K>+ V@ VIAyy , Aoy = (1.11)

Where k = |k| = 2”+(’1) is the magnitude of the wave vector k, @ denotes the outer product of
two vectors, R;; = r; — r; with magnitude R;; = |Rl-]-|, and Ay ;; is the scalar Green's function

that describes a spherical wave. In Cartesian coordinate system Xi ; can be explicitly expressed
as [79]:

- k2 ikR;: — 1\o 3 —3ikR;; —k?R,*R;; @ R;;
y=e (“ ; )“ T (112)

lkRi]'
R. . kz R 2 kz R 2 RZ

Where T is the 3 x 3 identity matrix. This equation accounts for the full electromagnetic
interaction between the two particles, with terms depending on (le-j)_g, (kRij)_2 and
(kR; j)_l associated with the near-, intermediate-, and far-field interactions, correspondingly.

Additionally, the off-diagonal terms in Xij enable inter-polarization influence. From Eqgs. (1.9)

and (1.10) a set of 3N linear equations can be obtained:

AP =E,, (1.13)

Where P and E,,,, are 3N-dimensional vectors composed of the 3 components of polarization

and applied electric field for each of the particles in the array, respectively. A’ is a 3N x 3N
interaction block matrix, that contains all the information about the coupling properties of the

system, regardless of the applied field. It is composed of 3 x 3 blocks, where the N diagonal

blocks corresponds to @} and the off-diagonal blocks are according to Xij from Eq. (1.12). By
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numerically inverting the matrix A" Eq. (1.13) can be solved to obtain the polarization at each
array site: P = A" 'E,,,.

From the polarization vectors, the extinction cross section of the array can be calculated by
summing over the extinction of all individual particles [80]:

C S{E;pp.ipi}
|2

(1.14)

Oexr = 4k
i=1 |Eapp,i

Infinite periodic arrays

In the case of an infinite periodic array of identical particles a simplification to the above
derivation can be done, which results in an insightful analytical expression that reveals the
fundamentals of the hybridized resonances studied at this thesis. The simplification is
performed by considering an applied plane wave of the form E,,,, ; = Eq e~ i and presenting
an effective polarizability for each particle in the presence of the array, @, that fulfills the
relation P; = &, ¢¢E,. According to Bloch's theorem, the polarization of each particle can
differ only by the phase factor associated with the incident field, i.e. P; = Pye~*i"i, By

choosing r, = 0 and defining the array's incident angle-dependent structural factor as f(k”) =

Zjiozoje‘“‘llrf, where k;| is the parallel to the surface component of the incident wave vector,

the effective polarizability can be obtained from Egs. (1.9) and (1.10):

Topp = (1-75(ky) )_135 (1.15)

Cd

This equation enables calculating @, directly from @ and A;;, without the need to solve a
system of coupled linear equations. We note that the matrix inversion required for solving Eqg.
(1.15) is only for a 3 x 3 matrix, rather than the inversion of 3N x 3N matrix required to solve
Eq. (1.13). For further exploration of this important result, it is convenient to look at the scalar
case, i.e. studying specific polarization component, and accounting for scalar quantities of

E Eoc, Escar s, Tepy, Zl-j and S. This approximation is valid in many configurations,

app:
specifically in most cases where the nanoparticles has dominant isotropic response, i.e. with
vanishingly small off-diagonal terms in @;. In these cases, even if the applied field has more

than one component of polarization, each component of the problem can be treated separately
within the scalar framework. Yet, it is worth mentioning that Z)l ; and therefore also S always

have off-diagonal terms. These terms, for judiciously engineered surfaces, may cause

substantial anisotropic response of @, ¢ ¢, even for purely diagonal &;. A common case in which
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the scalar approximation is fully exact, is when @ has only a single non-vanishing term on its

diagonal. In this case, the fields radiating at the array at different polarization then the applied
field, resulting from the non-diagonal terms of }TU cannot give rise to change in the polarization
of the nanoparticles. Overall, the validity of the scalar approximation needs to be considered
for each specific configuration. Under this approximation, Eq. (1.15) takes the following form:

s

Qeff =71_ s(ky) s (1.16)

From this equation it is possible to obtain insights on the interplay between the single particle
and the entire array response, manifested by a and S(k“) accordingly. To fully understand the
outcomes of this result it is essential to take a close look at the properties of ag and S. As
discussed in section 1.1.1, a, is associated with localized modes, which in the case of metallic
nanoparticle origins from the plasmonic response. On the contrary, the array's structural factor
S(k”) accounts for the light scattering at the array, and therefore its resonant response is
associated with distributed photonic modes. Further exploration of S(k;) and its resonance
properties in periodic arrays appears in the following sub-section. Following the discussion on
the properties of S(k“), the new resonances that emerge from Eq. (1.16), i.e. the SLRs, will be

discussed.

Diffraction directions and coherent scattering at the Rayleigh anomalies

In nanoparticle arrays two main regimes of operation can be distinguished by the lattice spacing
of the array. The first is the sub-diffraction regime, where the lattice spacing is sufficiently
small to allow only zero-order forward and backward scattering. In this regime, the net optical
response stems predominantly from the single nanoparticle scattering, with near field
influenced variations due to the coupling between adjacent nanoparticles. The second is the
diffractive regime, where the lattice spacing allows higher order diffraction, and richer
manipulation of the forward and backward scattering light can be achieved [4,81]. In-between
the two regimes exist the diffraction edge where light diffracts on the surface and long-range
collective interactions play a vital role in the optical response. While this description holds for
the first order of diffraction, higher orders will also satisfy the surface diffraction condition well
inside the photonic regime.

To examine these regimes, it is insightful to express the directions of diffraction from the array

by means of the quasi-momentum conservation condition:
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(1.17)

Here k t/r

lLimym,) 1S the parallel component of the transmitted/reflected wave vector of order
(my, m,), and G(ml,mz) = mll_))1 + ngz is a general reciprocal lattice vector which is a linear
combination of the primitive lattice vectors (b1, b2). The (m,, m,) order will diffract to the far

field only if the magnitude of k”/{ is smaller than k. When this magnitude exactly equals

1,M3)
k, a spatial diffraction order radiates at a grazing angle to the surface, causing redistribution of
the energy between the diffractive channels, a condition that is known as the Rayleigh anomaly
(RA) [82]:

ki + Gonymy) = ks (1.18)

Where kg = kk; is the surface scattered wave and the vector kg is a unit vector specifying the
direction of the scattered surface wave vector.

To obtain further insight on the origin and meaning of the RA condition, we will examine its
emergence through the array's incident angle-dependent structural factor S(k“). This factor is
a complex parameter that is calculated by summing the Green's functions of the entire array,
according to Eq. (1.12). One can simplify S(k“) for the scalar case by accounting only for the
relevant term in the 3 x 3 tensor ZU We note that each column vector in Zl-j specifics the
electric field emitted from a dipole that is aligned with the associated axis. Therefore, for the
case where the polarization of the applied field is parallel to the plane of the array, S(k”) can

be expressed as follows:

Tj

_ 2
5(k||) Z B o-ili-r; [(1 lkr)(3cos 0; 1) k? sin” 6; (1.19)

Where 6; is the angle between the vectors E;,. and r;. The sum over the complex terms,
associated with the scattered fields from all particles, coherently builds-up exactly at the RA
condition. A typical example of the structural factor S(k”) is shown in Figure 1.2 for 1D array
at normal incidence. The parameters taken are: wavelength 1 € [900 nm, 2100 nm], lattice
spacing d = 1000 nm and surrounding refractive index n = 1.5. It can be seen that the
magnitude of S(k;,) significantly increases in the vicinity of the RA at 2 = nd = 1500 nm,
with phase response varying over the entire 2m range. The width of the peak of S(k”) is much

narrower than the width of the resonance of a; of the single nanoparticle.
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Figure 1.2. Typical trend of the array's structural factor S(kH). The calculation corresponds to 1D array
at normal incidence, with lattice spacing d = 1000 nm and surrounding refractive index n = 1.5. It can
be seen that the magnitude of S(kH) significantly increases in the vicinity of the RA at A =nd =
1500 nm, indicated by the gray dashed line. The associated phase varies over the entire 2 range. The
width of the peak of S(k;;) is much narrower than the width of the resonance of a;.

Surface lattice resonance

When the single nanoparticle resonance and the lattice RA are tuned to the same spectral range,
coupling between the modes can play an essential role in the optical response of the array. This
coupling gives rise to new resonances associated with surface waves that coherently mediate
the interaction between the array components. In the case of plasmonic nanoparticles, these
new formed resonances result from a photonic-plasmonic mode hybridization and are often
termed SLRs. These hybridized resonances exhibit sharp spectral features and enable a variety
of phenomena to take place [75].

The condition for appearance of a SLR can be obtained by rewriting Eq. (1.16) while explicitly

separating 1/a and S to their real and imaginary parts. For convenience we define A =
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R{a;! — StandT = I{a; ! — S}, were R and I denote the real and imaginary parts, and obtain

the following relation:

1

aeff = A+—lr (120)

From here, when A vanishes the SLR condition is met, with dissipation determined by T.
Furthermore, two types of SLRs can be distinguished [83]; Type 1: occurs when the minimum
of A is positive and then a single narrow Fano-type resonance appears at the RA condition.
Type 2: occurs when the minimum of A is negative, and then the curve of R{a; '} intersects
twice the curve of R{S}. At this case two unequal collective resonances of a, s are observed,

while in between these resonances, at the RA, reduced extinction gap may form.

1.2 Nonlinear metasurfaces

Whereas linear optics and the manipulation of light have been studied since ancient times, the
field of nonlinear optics emerged in 1960s with the seminal work of Armstrong and
Bloembergen [84], following the invention of the laser. In the field of nanophotonics, the great
success in the development of linear metasurfaces with unique optical properties [16,17,22—
27,72,85-87], naturally led to the flourishing research front of nonlinear metasurfaces. By
judiciously nanostructuring the metasurfaces, while leveraging the field confinement and
enhancement associated with their resonances, unprecedented control over the nonlinear
interaction is obtain. Specifically, great research strides with prominent success deal with the
generation efficiency of the nonlinear processes [2,5,88-90], and the manipulation of spatial
distribution of radiated fields in new frequencies [4,57,81,91-93]. The generation efficiency
has surpassed that of naturally existing materials of the same dimensions [6,94], and nonlinear
metasurface beam shaping, has reached impressive achievements of nonlinear wave control.
By controlling the amplitude, phase, and polarization of the local nonlinear response, numerous
manipulation schemes were demonstrated. Some examples include manifestation of a nonlinear
Fresnel zone plate that focuses the generated nonlinear light [4], far-field generation of second
harmonic (SH) Airy and vortex beams [81], generation of third-harmonic holograms from
multilayer metasurfaces [91], novel cryptography technique based on nonlinear
holography [92] and simultaneous control of spin and orbital angular momentum in second-
harmonic generation [93].

In sub-section 1.2.1, we shortly review the basics of quadratic nonlinear interactions. Then, in

sub-section 1.2.2 we focus specifically on these interactions in plasmonic metasurfaces.

23



1.2.1 Quadratic nonlinear interactions

Fundamental for the nonlinear interaction of light with matter is the governing wave equation
and the existence of nonlinear polarization terms. In the following, we introduce these concepts
and the basics of the generation of light at new frequencies, specifically by quadratic nonlinear
processes.

The interaction of light, i.e. electromagnetic waves, and matter can be described generally by
the wave equation®:

2 2
VZE_CLZZTE:%%(ZTI: (1.21)

Where E is the electric field representing the light, P is the polarization in the material, which
acts as the source for electromagnetic waves, and €, is the vacuum permittivity. The
polarization is induced by the external field, which is the light itself. The relation between the
induced polarization of a material and the applied electric field is, in general, nonlinear. Their

dependence, in the perturbative regime, can be described by a Taylor expansion:
P(E) = ¢g(xWE + yPE? + y®FE3 +...) = pL 4 pVD) (1.22)

Where y(, @ and y® are the linear, quadratic, and cubic susceptibilities, respectively, and
higher-order susceptibilities are not shown. The linear and nonlinear terms of polarization, P(-)
and P(NL) respectively, are in accordance to the partition in Eq. (1.22) and the equation P() =
eoxVE. It is important to note that the susceptibility is of a tensorial form, and depends on the
interaction type and participating frequencies [95]. The nonlinear terms in this expansion allow
for the description of the generation of light at new frequencies and additional nonlinear
phenomena that emerge from photon-photon interactions.

Plugging Eg. (1.22) into the wave equation, we get

n?9?E 1 9*p™V
VZE_C_ZF=EO77 (1.23)

with n = 1 4+ y@ and PV as the nonlinear term of the polarization. The case of quadratic
nonlinearity can be demonstrated with a general fundamental field composed of two different

frequencies, w; and w,:

E(t) = Eqe™i1t + E,e™i@2t ¢ ¢ (1.24)

3 Section 1.2.1 is written in Sl system of units.
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This kind of field induces a quadratic polarization of the form:

P® = Eo()ﬁ?aEle‘i(z“’l)t + %?GEZEZe_i(MZ)t
@D p B o-iwrte)t 4§ popro-ilor-wp)t (1.25)
+ XsrcE1Ez€ + XprcE1kze '

+ ¥ DB E; + ¥2E,E; + c.c.)

Here we explicitly wrote the susceptibilities as tensors. The quadratic nonlinearity induces
oscillating polarization at new frequencies, and as a result new waves are generated. The
generation of waves at 2w, and 2w,, is known as second-harmonic generation (SHG), the
waves at w; + w, and w; — w, are referred to as sum-frequency and difference-frequency
generation (SFG and DFG), respectively. In addition, a DC polarization is induced in a process
named optical rectification (OR). All these processes, where fields at frequencies w; and w,,
are generating field at a new frequency, are called three-waves mixing (TWM).

The quadratic nonlinear response of material with light is the fundamental interaction of many
nonlinear phenomena including the mentioned TWM processes, Pockels effect and
spontaneous parametric down conversion. These interactions and more provide the foundation
for many applicative devices such as optical parametric oscillators (OPOs), optical parametric
amplifiers, optical switches by photon-photon interactions, Pockels cells, entangled photons
generation and more.

One of the fundamental characteristics of quadratic nonlinear susceptibility is the requirement
of local symmetry breaking. For centrosymmetric materials, Eq. (1.21) gives the condition that
locally P(E) = —P(—E). Consequently, as can be seen from Eq. (1.22), all of the even-order
terms in the expansion for centrosymmetric materials must disappear. Therefore, quadratic
interactions, for example, cannot be observed in bulk centrosymmetric materials. Yet, at the
boundaries between materials the symmetry is broken, and even-order interactions are allowed.
In section 1.2.2 we will reexamine this idea in the context of plasmonic nanoparticles, and see
that the surface contribution to the SHG can result in substantial conversion efficiencies even
when centrosymmetric materials, as gold, are considered.

An important phenomenon that is relevant for all wave mixing effects in bulk nonlinear
materials is phase mismatch. In general, due to chromatic dispersion in materials, each of the
participating waves accumulates different phase along the propagation in the nonlinear
medium. This results eventually in a phase between the interacting wave and in inefficient
interaction. Therefore, for efficient nonlinear conversion, it is required that these phases will be
matched [95]. For example, in collinear sum-frequency generation, the phase mismatch is given
by AkL = (k3 — ky — k)L where k indicates the momentum of each participating waves and
L is the interaction length. The phase mismatch can be controlled and reduced to zero by several

methods, including critical phase matching and quasi phase matching [95]. In the latter, the
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nonlinear coefficient is periodically modulated thus introducing a lattice momentum that can

be exploited for phase compensation.

1.2.2 Nonlinear plasmonic metasurfaces

The emergence of nonlinear plasmonic metasurfaces is commonly attributed to the paper by
Klein et al. [2] in 2006, following the predictions of Sir John Pendry et al. [1]. In the work by
Klein et al., SH emission was measured from metasurface composed of SRRs. It was shown
that the linear resonances, both in the fundamental frequency (FF) and SH, were crucial for
efficient emission of the SH. In addition, relevant to this work and to all other works of
nonlinear metasurfaces, phase-mismatch concerns that usually exist in nonlinear interactions in
bulk materials were removed thanks to the short interaction length. Since Klein's paper, the
field of nonlinear metasurfaces is exponentially growing. The source of the nonlinear
interaction was theoretically studied and several models were suggested and tested [3,89,96—
99]. In parallel, different types of metasurfaces were investigated, in order to better understand
the phenomena and expand their capabilities. Prior to the work presented in section 2.1, some
pioneering works have suggested that, similar to the linear regime, the collective nonlinear
interaction over the array may influence the overall nonlinear optical response of the
metasurface [100,101]. Further related insights are brought rigorously in section 2.1, along with

short survey of more recent works in Chapter 3 .

Quadratic nonlinear response of a single plasmonic nanoparticle

On the level of the single plasmonic nanoparticle, several considerations were shown to be
crucial for efficient quadratic nonlinearity. These include local symmetry breaking on the
interface of the nanostructure, field enhancement due to excitation of LSPRs, asymmetry of the
nanostructure which leads to efficient generation of nonlinear currents in a bright emission
mode at the nonlinear output, and good spatial overlap between the localized modes
participating in the nonlinear interaction. In the following we shortly review these concepts.

The significant role of field enhancement in the efficiency of the nonlinear processes can be
appreciated from the super-linear dependence of the nonlinear polarization on the electric field,
as seen from Eq. (1.22). Specifically, the influence of linear resonances on the generation
efficiency of the nonlinear fields is often treated qualitatively by the outcomes of the Miller’s
rule [95,102]. This rule was introduced in 1964 by R. C. Miller, as an empirical rule that enables
predicting the magnitude of the nonlinear second-order susceptibility in terms of the linear

susceptibility. Later, is was shown that anharmonic oscillator model for the source of the
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nonlinearity yields the same result of Miller [95]. Today, though it is understood that Miller’s
rule cannot capture the full dynamics of nonlinear generation in metasurfaces, when correctly
applied, it still gives valuable insights and enables fast calculations of the nonlinear outcomes
from metasurfaces. By describing the linear susceptibility in the form of a Lorentzian,

1
€Y -
X (w) x D@ ’ (1.26)
with D(w) = w3 — w? — iyw, Miller’s rule states that the nonlinear second-order
susceptibility will be

Y?PQw; w,w) « [X(l)(w)]z 1P Qw) « (1.27)

[D(w)]’D(2w)
Thus, the linear resonances, manifested by the conditions R{D(w;)} =0 (=12, w; = w
and w, = 2w), are crucial for determining the nonlinear response. As Eq. (1.27) can be
obtained analytically by relying on anharmonic oscillator model, it is possible to extend this
result to the general case of TWM, in-addition to nonlinear processes of higher orders. Under
this model, local symmetry breaking should take place in order to obtain the even-order
nonlinear response, as expected from the discussion in section 1.2.1. This naturally occurs at
interfaces, and therefore the high surface-to-volume ratio of small particles make them highly
attractive candidates for strong quadratic interaction.

The above description enables predicting strong nonlinear interactions of plasmonic
nanoparticles when excited at resonance. Nevertheless, in order to apply this model to describe
the generation efficiency in plasmonic nanoparticles, one should note that D (w;) in Eq. (1.27)
cannot simply describe the LSPRs condition. Qualitatively, the reason for that can be described
as follows: Eq. (1.27) has the potential only to describe the local response at a certain point,
much smaller than the optical wavelength, on the nanoparticle. The generation of nonlinear
fields at all single points on the nanoparticle will determine the nonlinear currents and charge
distribution on the nanoparticle. In turn, these will define the radiation patterns at the new
generated frequencies. Therefore, in order to obtain bright emission of the generated nonlinear
mode, the linear spatial field distribution at the participating modes should be considered. This
concept is described more rigorously through the framework of nonlinear scattering theories,
which enable quantitative calculation of the emitted nonlinear signal. For example, for SHG in

a metal nanoparticle, one obtains:

1@ Qw; w,w) « f 12 E2 (0,1)E,Qw,T)dS (1.28)
N
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The susceptibility ¥ (2w; w, w) is proportional to the mode mixing integrated over the

surface of the nanoresonator. Here, )(ﬁ) | denotes the nonlinear tensor element that mixes the
normal field components, E | (w) and E; (2w), which correspond to the FF and SH mode fields,
respectively. The integration is done only on the surface due to the intrinsic symmetry of the
considered metal, which cause the local quadratic susceptibility to vanish in the bulk. Eq. (1.28)
implies that good spatial mode matching is required for efficient SHG. Additional leading
approach for simulating the nonlinearity in plasmonic nanoparticles, which served for
performing the simulations in Figure 1.3(b), is based on the nonlinear hydro-dynamical model
for electron gas [96].

An important outcome of the above descriptions, which is captured by the different methods
for simulating the nonlinearity, is that particles with centro-symmetric shapes, though having
SH at the near field, will not radiate SH to the far field along the illumination direction. This is

shown in Figure 1.3(a).
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Figure 1.3. Generation and far-field emission of SH in symmetric vs. asymmetric nanoparticles. (a)
Schematic illustrations of a rod illuminated at its FF dipole mode. The left and the right figures show the
FF and SH response, respectively. The induced currents, charge distributions and far-field radiation
pattern are shown. While the charge distribution and currents of the SH (right figure) indicate existence
of SHG in the near field, the associated quadrupole radiation pattern will result in zero net emission to
the forward direction. If the array periodicity does not support diffraction orders to the directions of the
quadrupole emission, there will be no emission of the SH to the far field. This is shown in (b). (b)
Simulations of the SH emission from a rod and a SRR, within an infinite array. The simulations, based
on the nonlinear hydro-dynamic model, shows a single unit cell of an array. The field generated by the
nonlinear currents, propagates away from the SRR and vanishes away from the rod [57].

Directions of nonlinear diffraction from a nanoparticle array

The coherent buildup of nonlinear fields generated at different spatial points, dictates the
directions of emitted radiation from two-dimensional nanoparticle array. This, so called spatial
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nonlinear diffraction orders, can be found via quasi-momentum conservation considerations,

and are given by the nonlinear Raman-Nath relations [103]. For example, for SHG:

2(k) + Gonymy) = (k;/r) (1.29)

[1.(mq,m2)

Where k; and k, denotes the FF and SH wave vector, respectively. (kg/ r) is the
[l{mq,m3)

parallel component of the transmitted/reflected wave vector of order (m,, m,) of the SH.
Similar to the linear case, the (m,, m,) order will diffract to the far field only if the magnitude

of (kg/r is smaller than k.

)”v(mlva)

Collective nonlinear response of a nanoparticle array

Despite increasing interest in nonlinear effects, not much work was devoted to study collective
nonlinear interactions. Linden et al. found that arrays of SRRs emit SH with varying efficiency
according to different array spacing in the sub-diffraction regime [100]. These variations can
be attributed to short-range interactions. In 2016, Czaplicki et al. showed that long-range
interactions, causing a linear SLR, can result in ten-fold emission enhancement of the SH
fields [101]. Further understandings regarding the influence of the interplay between the single
particle and the collective array response in the nonlinear regime are presented in the Chapter
2 , section 2.1, and in Chapter 3 , containing the summary and outlook of this thesis. The
presented results extend the existing body of theoretical and experimental research in nonlinear
plasmonics, and introduce a new framework to understand variations in the nonlinear optical

response caused by both short- and long-range interactions.

1.3 Slow light

As will be seen in section 2.2, my research involves manipulation of the velocity of light via
control over the collective interaction in metasurfaces. Therefore, this section presents the
basics of slow light and time domain description of short pulses, necessary for the
understanding of section 2.2.

The velocity of light propagating at free space is ¢, = 299,792,458 ms™1, fast enough to
make 7.5 round-the-world trips in a single second. In dielectric media this velocity is reduced
by a factor of approximately the refractive index, which is typically between 1 to 4, to ~c,/n.
This ultra-high velocity is advantageous for communication applications and ultra-fast
transmission of visual data. However, the possibility to reduce and control the light's velocity

is beneficial for wide-range applications. A wide variety of application belong to all optical
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time-domain signal processing [104,105], but it is also beneficial for enhancing nonlinear
effects and miniaturizing numerous optical devices such as amplifiers, detectors, absorption
modulators and wavelength converters [106,107]. In the last decades, mechanisms to reduce
light velocity have been extensively explored, resulting in the flourishing research area of slow
light [106,108,109]. This term refers to reduction of the group velocity of light. Though the
motivation for slowing down the light stems mainly from its potential for advanced
technological devices, the related mechanisms revealed exciting physics. For example, the
intriguing quantum coherent effect of electromagnetic induced transparency (EIT) from atomic
physics [110], which was proven attractive for implementing slow light devices, has found
counterparts in nanophotonics [111-113], optomechanics [114-116] and condensed matter
systems [117-119] supporting coupled resonances.

The quantification of how slow the light is, often refers to the associated group velocity v, =
dw/dk, which describes the speed at which the pulse envelope propagates. Alternatively, one

can examine the light's group delay 7, = —d¢/dw, in comparison to the group delay of the

same configuration without the interaction producing the slow light. Here, ¢ is the accumulated
phase of the light through the device. Using the group delay expression relaxes the hidden
assumption of a homogeneous medium composed of sub-wavelength separated inclusions,
which might exist when using the group velocity terminology. Therefore, in this thesis, while
examining the slow light behavior of wavelength-scale spaced nanoparticle array, the related
group delay will be calculated.

The group delay can be quantified by measuring the spectral phase. This, in turn, is possible
with spectral interferometric methods, as described in section 1.4. The challenges in performing
phase measurements for metasurfaces in general, and specifically when flexible illumination
conditions are required, is addressed in Chapter 2 . Here, in order to elucidate the relation
between the group delay definition in the spectral domain to its manifestation in the time
domain, we will examine its role in describing a pulse that passes through a dispersive linear
optical device. Assume a device that can be characterized by a complex transfer function, in

the frequency domain, of the general form:
H(w) = R(w)e ¢ (1.30)

The functions R(w) and ¢ (w) are the amplitude and phase of H(w), respectively. If we denote
the field at the input of the device E;, (w), then at the output the field will be:

Egut (@) = En(0)H (@) = Ein(@)R(w)e ) (1.31)

To get an insight of how the phase imparted by the device affects the light pulse, we assume

R(w) = R, and transform Fourier the output pulse to the time domain:

31



Ey . (t) = 1 ooE (w)e®tdw = iR OOE' (w)e~P@eintgy, (1.32)
out 271_ . out 27_[ . mn .

By replacing ¢ (w) by its Taylor expansion around the carrier frequency w, of the incident

pulse, we get:
@) = ) byw - w0)" (1.33)
n=0

Where the expansion coefficients are:

1d%
"= ldanl,, (1.34)
Plugging Eq. (1.33) into Eq. (1.32) we obtain for the pulse:
1 . . ® . o0 n .
Ey,:(t) = ER . e‘lboe”*’ctj E;(w)e iEnz2 balw-0d)™) gilw=-wc)(t=b1) g, (1.35)

From this equation we can interpret the effect of the various expansion coefficients b,,.
Specifically, b, = —14, = d¢/dw, leads solely to a shift of the pulse on the time axis ¢, without
any deformations to the shape of its envelope. It is interesting to note the effect of other
coefficients. The term e~ is a constant phase shift (phase delay) having no effect on the pulse
envelope, while the b,, terms with n > 1 produce a nonlinear behavior of the spectral phase,

which changes the pulse envelope and chirp.

1.4 Spectral interferometry

The information carried by a light beam can be encoded in its various properties as amplitude,
phase, spatial distribution and polarization. Conventional light detectors are sensitive only to
the light intensity, due to response times much longer than the optical cycle. Therefore, the
amplitude, spatial distribution and polarization of light can be easily measured, while
characterization of the phase of light is typically a much more challenging task. This task is
treated in the framework of the interferometry field. Specifically, spectral interferometry
enables quantification of the frequency-dependent phase of light. This, in turn, enables
determination of the phase term from Eqg. (1.30), of the complex transmission (or reflection)
transfer function of an optical element under inspection. In this section we shortly describe the
basics of interferometry. That will serve as the background to my research on spectral

interferometric microscopy, described in detail in section 2.3. For further reading on
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interferometry, with specific emphasis on spectral interferometry, there are multiple relevant
textbooks and papers [120-124].

The basic operation principle of interferometric methods is to convert the phase information,
which cannot be directly measured, to amplitude information. This is done by interfering
several light beams and measuring the resulting amplitude. Most commonly, two light beams
are interfered, as done in the instructive example of Michelson interferometer (see Figure 1.4).
Light emanating from a source is divided by a beam splitter into two beams, E; and E,.
Concentrating, for example, on measuring the complex transmission transfer function of a
sample, the interferometer is set such that in one path the light passes twice through the sample.
After being reflected from the mirrors, the two beams are recombined by the beam splitter to
an intensity-sensitive detector. If we decompose the fields at the detector to amplitude and phase
terms, i.e. E; = A;e”'%1 and E, = A,e~'®2, we can express the intensity measured by the
detector as:

I =|E; + E,|? = |E|> + |E,|? + EfE, + E3E; = Ay® + Ay% + 24,4, cos(A¢) (1.36)

Where Ap = ¢, — ¢p,. The interferometer can be set such that, when arriving to the detector,
the beams E; and E, differ only due to the interaction with the sample, which has a complex
transmission transfer function H = Re'®. Therefore, we can express the beams as E; =

A,e”'®1 |E, = E;H?, and obtain the intensity as function of the transfer function parameters:
I=A*[1+R*+2R?cos(2¢)] (1.37)

The measured intensity is directly influenced by the phase of the sample. Using the Michelson
interferometer the spectral phase of the sample, i.e. ¢ (w), can be obtained either by performing
multiple measurements of the intensity for varying displacements of the movable mirror or,
without any moving mechanical parts, by placing a spectrometer instead of the simple intensity
detector [123]. The first method results in a time-resolved interferogram, while the second

results in a spectrally resolved interferogram.
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Figure 1.4. Michelson interferometer. Light emanating from a source is divided by a beam splitter into
two separate paths. In one path the light passes twice through a sample with a complex transmission
amplitude H = Re'®. After being reflected from the mirrors, the two beams are recombined by the beam
splitter to an intensity-sensitive detector. By performing multiple measurements of the intensity for
varying displacements of the movable mirror, the spectral phase of the light, induced by the sample under
inspection, can be extracted.

1.4.1 Common path interferometry

Interferometers are highly sensitive to environmental noise. When this noise is affecting
differently the paths of the interferometer its performances are greatly decreased. That problem
is largely suppressed in common-path interferometers, which are made such that the interfering
beams travel along essentially the same paths. To do this, sophisticated optical manipulation
schemes are required. Examples include the Sagnac interferometer [125], Zernike phase-
contrast interferometer [126], the point diffraction interferometer [127], and various schemes

for quantitative phase imaging [128].
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1.5 Methods

1.5.1 Experimental methods

Microscopic spectroscopy

For linear characterization of the metasurfaces studied at this thesis, a microscopic spectroscopy
setup was used, as depicted in Figure 1.5. The setup comprised a supercontinuum illumination
source (NKT Photonics, SuperK compact), half-wave plate (1/2) and a polarizer (P) to control
the beam power and polarization, sample on a motorized rotational stage (Thorlabs PRM1Z8),
objective lens (Obj.), tube lens (TL), iris at the image plane, 4f system, polarizer (P) and an
imaging spectrometer (IS) with a cooled back-illuminated EMCCD detector (Andor Shamrock
303i, Newton 970).

The measurements procedure started with obtaining a focused and clear magnified image of the
studied sample. The image was taken with the IS in a standard camera mode and with an open
iris. Then, the iris was adjusted to transmit only light passing through the studied sample, and
the IS was used in a spectrometer mode. For measurements that exceeded the spectral range of
the IS (~200 — 1050 nm), fiber coupled spectrometer for the near-infrared (Ocean Optics

NIRQ512, spectral range 900 — 1700 nm) was used. Transmission measurements were

Isample_lbackgroud

calculated accordingto T = » Where Isgmpier Irefernce AN Ipackgrouna are

Ireference—Ibackgroud
the spectrometer counts for light passing through the sample, reference, and with no light,
respectively. The reference measurements were performed on the substrate without the
metasurface. The background counts were reduced by cooling the detector of the spectrometer.
Measurements with good signal to noise ratios were achieved by adjusting the acquisition rates,

source power, and the spectrometer temperature to assure negligible influence of I;4cx groua-

Iris
(Image plane) f f P
M2 P Sample
oo ' Spectrometer
Rotational . s
stage L T

4f

Figure 1.5. Spectroscopy microscope setup used throughout this thesis. The setup comprised illumination
source, half-wave plate (1/2) and a polarizer (P) to control the beam intensity and polarization, sample
on a rotational stage, objective lens (Obj.), tube lens (TL), iris at the image plane, 4f system, polarizer
(P) and an imaging spectrometer.
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Second harmonic generation measurements

The SHG measurements were performed in the setup shown in Figure 1.5, with few
modifications. First, long-pass and short-pass filters were placed prior to the sample and
between the tube lens and 4f system, respectively. The spectral range operation of the filters
was adjusted to block residual SH on the incident beam, and FF from entering the spectrometer.
Second, a lens of f = 200 mm was used to slightly focous the incident beam on the sample. In
addition, the FF source for the SHG measurements was a tunable pulsed femtosecond OPO
pumped by a Titanium Sapphire laser (Chameleon OPO VIS, pulse width ~ 140 f's, repetition
rate 80 MHz, spectral range 1000 — 1600 nm). The incident beam waist was focused down to
minimal spot size of ~ 50 um with an average power going up to ~ 200 mW. The short pulses,
and therefore the high peak power, used for excitation (up to ~20 kW), ensured strong SH

signal from the metasurfaces.

1.5.2 Numerical simulations

In this thesis, mainly two types of numerical electromagnetic simulations were used: CDA in
the frequency domain and finite-difference time-domain (FDTD). Together, these simulation
tools enabled detailed exploration of the studied dynamics. For example, in the CDA it is natural
to separately investigate the role of the single particle and the array response, and to
differentiate between the applied and scattered fields. On the other hand, full-wave FDTD
simulations enable also studying the complex field distributions on each particle and relaxing
the dipole-like response assumption of the CDA. Detailed description of the CDA method is
brought in section 0. Here, we shortly review the working principle of the FDTD, along with
specific implementations used to capture the collective response of the studied plasmonic
metasurfaces. Thorough description and analysis of the FDTD method can be found in several
textbooks [129-131].

The FDTD full-wave electromagnetic simulations were performed by a commercially available
softer package (Lumerical FDTD). They enabled analyzing the near- and far-fields optical
response of the studied resonant geometries over a broadband range, within reasonable
simulation times. The idea of the FDTD algorithm is to solve the time-dependent Maxwell
equations iteratively by discretizing time and space and replacing the associated derivatives by
their central difference approximations. The basic operation principle can be demonstrated by
considering the simplifying 1D case. Considering a dielectric medium described by permittivity

€ and permeability u, we start with Faraday's and Ampere's equations®:

4 Section 1.5.2 is written in Sl system of units.
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—ud,H= VxE
(1.38)
€0,E= VXH

The notation 0 indicates a partial derivative. Considering a 1D space with variations only in the
x direction, and assuming electric and magnetic fields only with y and z components,

respectively, Egs. (1.38) become:

,uatHy = axEZ
(1.39)
EatEZ = axHy

Next, we discretize time and space of the sampled fields according to the following notations:

E,(x,t) = E,(mAx,qAt) = E][m]
(1.40)
Hy(x,t) = H,(mAx,qAt) = H}[m]

Where Ax and At are the spatial and temporal steps size, respectively. Accordingly, the indices

m and q are integers that indicate the spatial and temporal location. The spatial and temporal
x
\/ECO !
Condition [129-131], to ensure numerical stability of the algorithm. Next, the derivatives in

steps satisfy At < with d being the number of dimensions, according to Courant

Egs. (1.39) are replaced by their central differences. The points in which these derivatives are
estimated are chosen on a staggered grid to enable iterative solution. In the 3D case, the Yee
grid is commonly used [132]. In the 1D case, this step results in the following approximations
to Egs. (1.39):

q+l 1 q_l 1
H! 2[m+§]—Hy Z[m-i—?]: Ellm + 1] — E][m]

U

At Ax
(1.41)
+2 1 +2 1
B [m) — ESfm] _ Hy *[m+g] —H) " [m -5
€ =
At Ax
By rearranging terms, we obtain the update equations of the FDTD:
1 1
a+y 1 a-3 11, 4t
H,? [m+z =H, ? [m+z] +m(EZq[m+ 1] — EJ[m])
(1.42)

1

Eq+1 _ ga At Hq+% 1 Hq+§ 1
P [m]— Z[m]+a y m+5— y m—z
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These equations show the interleaved calculation in space and time of the FDTD method. By
solving first the top equation in (1.42) for every magnetic-field node, and then the bottom one
for every electric-field node, and repeating this scheme iteratively, the fields can be calculated
over space and time.

The above derivation shows the fundamental working principle of FDTD. In order to perform
full 3D FDTD simulation of complex materials, many other issues should be addressed. Some
important examples are the method in which energy is inserted to the simulation region, the
perfectly matched layers (PMLs) or periodic boundary conditions, and oblique excitation
source for broadband illumination. The commercial software used in this thesis implements
advanced FDTD techniques and enables performing complex simulations with a graphical
user's interface and additional user written scripts. Typical FDTD simulation configuration used
throughout this thesis is shown in Figure 1.6. The orange frame indicates the box shaped FDTD
region, in which the electromagnetic fields are solved. The top and bottom faces of this cube
consist of PMLs, for finite boundary condition along the z direction. The four side faces of the
cube consist of periodic boundary conditions, corresponding to the infinite extent of the
simulated array along the x and y directions. Inside the FDTD region a source, reflection
monitor, the nanoparticle, and transmission monitor are ordered as depicted with approximated
locations as indicated on the left. Additional monitors, as near field monitor, were added when
necessary. The blue and purple arrows of the source indicate the polarization and direction of
excitation, respectively. In order to analyze specifically the zero-order reflection and
transmission of the array the fields at the corresponding monitors were decomposed to plane

waves and filtered accordingly.
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Figure 1.6. Typical FDTD simulation configuration of infinite plasmonic nanoparticle array. The orange
frame indicates the cube shaped FDTD region, in which the electromagnetic fields are solved. The top
and bottom faces of this cube consist of PMLs for finite boundary condition along the z direction. The
four side faces of the cube consist of periodic boundary conditions, corresponding to the infinite extent
of the array along the x and y directions. Inside the FDTD region, a source, reflection monitor, the
nanoparticle and transmission monitor are ordered as depicted with approximated locations as indicated
on the left. Additional monitors, as near field monitor, were added when necessary. The blue and purple
arrows of the source indicate the polarization and direction of excitation, respectively. The refractive
index of the simulation region was uniform.
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1.5.3 Fabrication techniques

The metasurfaces that are used throughout this work, were fabricated using standard electron
beam lithography as depicted in Figure 1.7(a). The substrates that were used are commercially
available 1mm thick glass, coated with ~20nm Indium-Tin oxide (ITO). The substrates were
cleaned by immersion and sonication in Acetone, followed by immersion and sonication in
isopropyl alcohol (IPA) and drying under N flow. The clean substrates were spin-coated with
polymethyl methacrylate (PMMA) A4 at 7000 RPM for 1 minute and baked at 180°C for 1
minute. The PMMA layer acts as photoresist in the lithography process. The PMMA changes
its molecular structure when exposed to electron beam. Using E-beam writer, Raith 150 Two,
the desired two-dimensional structure of the metasurface was patterned on the PMMA layer.
We use 20kV acceleration voltage and 20um size aperture to achieve the required resolution.
The samples were developed in MIBK:IPA solution for 1 minute, in which the exposed PMMA
is dissolved, and holes with the desired pattern remains in the resist layer. Thereafter, the metal
layers are evaporated using an e-beam evaporator. The first 3 nm Titanium layer which acts as
an adhesion layer is followed by a 37 nm layer of gold. The remaining resist is then dissolved
in acetone, removing the metallic layers in the un-patterned regions. Figure 1.7(b) shows a

scanning electron microscope image of a typical fabrication result.

N ﬁ‘”v‘

Glass substrate Spin coating- PMMA E-beam lithography
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Figure 1.7. Metasurface fabrication [133]. (a) Fabrication technique. (b) Scanning electron microscope
image of a fabricated SRR based nonlinear metasurface.

Following the described fabrication process, the samples were covered by immersion oil (n =
1.51), in order to obtain symmetric refractive index that enables the collective coherent effects
to arise stronger. The covering was done by dropping type-F immersion oil on the sample and

covering it with high-performance cover slip made from Schott D263 M glass.
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In this chapter, we present key results that were obtained over the course of the current PhD
work, in the form of three peer-reviewed scientific papers. In the first paper, in section 2.1, we
demonstrate a new resonant condition in the nonlinear regime supported by collective coherent
interaction. In addition, we present a general theoretical framework to calculate the optical
response of nanoparticle arrays, while accounting for the inter-particle interactions. In the
second paper, in section 2.2, we show how collective scattering at the array may induce tunable
transparency and slow light windows. Finally, in section 2.3, we present an original
characterization method to dynamically and accurately obtain the spectral phase of a
microscopic sample, either in reflection or transmission. The method enables flexible
illumination conditions, and therefore is particularly advantageous for characterization of
metasurfaces supporting collective coherent effects. The findings and developments presented
in this chapter promote the understanding of collective effects in nanophotonics platforms and

will potentially lead to new and exciting developments.
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2.1 Nonlinear Surface Lattice Resonance in
Plasmonic Nanoparticle Arrays
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We study experimentally second-harmonic generation from arrays of split-ring resonators at oblique
incidence and find conditions of more than 30-fold enhancement of the emitted second harmonic with respect
to normal incidence. We show that these conditions agree well with a nonlinear Rayleigh-Wood anomaly
relation and the existence of a surface lattice resonance at the second harmonic. The existence of a nonlinear
surface lattice resonance is theoretically confirmed by extending the coupled dipole approximation to the
nonlinear case. We further show that the localized surface plasmon modes that collectively contribute to the
surface lattice resonance are inherently dark modes that become highly bright due to the collective interaction.

DOI: 10.1103/PhysRevLett.118.243904

The artificial structural nonlinearity of metallic nano-
particles has been shown recently to enable nonlinear optical
conversion with large effective nonlinear coefficients and in a
variety of light manipulation schemes [ 1-10]. The interest in
this field was stimulated by Sir John Pendry’s prediction of
high nonlinearities of structured materials [11]. The ability to
obtain controlled nonlinearity by modifying the geometry of
nanostructured materials opens the door to new fundamental
studies in the realm of nonlinear optics. Several studies have
been performed in recent years on trying to unveil the
fundamental mechanisms for the measured artificial non-
linearity, mainly focusing on the single plasmonic nano-
particle [1,12,13]. It was shown that the strong quadratic
nonlinearity origins from a combination of several effects
[12—-16], including local symmetry breaking on the interface
of the nanostructure, the field enhancement due to excitation
of localized surface plasmons resonances (LSPRs), asym-
metry of the nanostructure which leads to efficient generation
of nonlinear currents in a bright emission mode at the
nonlinear output, and good spatial overlap between the
localized modes participating in the nonlinear interaction.

It was also shown that the single nanostructure second-
harmonic (SH) emission can be substantially modified
when placed at an array of similar particles, with depend-
ence on the lattice symmetry, orientation, and spac-
ing [2,3,17]. In the subdiffraction regime, where the
lattice spacing is sufficiently small to allow only zero-
order forward and backward scattering of the fundamental
frequency (FF) and the generated nonlinear beams, the net
nonlinear optical response stems predominantly from the
single particle nonlinearity, with near-field influenced
variations due to the coupling between adjacent nano-
particles. Richer control of the optical response due to
lattice structure can be achieved at the photonic regime of
the SH, i.e., for lattice spacing that allows higher order
diffraction of the SH wavelength [6]. While both regimes
were much explored, the boundary in between, where the

0031-9007/17/118(24)/243904(6)
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SH light diffracts on the surface and long range collective
interactions play a vital role in the optical response, has
received less attention to date.

In the linear case, the condition of diffraction into a
surface wave is known as the Rayleigh anomaly (RA) [18].
It was shown that arrays of metallic nanoparticles show
sharp spectral features when the RA condition crosses a
LSPR condition due to hybridization of the surface and
localized resonances, which results in a so-called surface
lattice resonance (SLR) [19-21]. In the past decade linear
dynamics of SLRs have been explored extensively in
lattices made out of different shapes of the constituent
metallic nanostructures [19-25], different lattice sym-
metries [26], and at different frequency ranges from the
visible and near infrared [19-27] to the THz frequen-
cies [28,29]. They have also shown a potential in various
fields including sensing [30], generation of coherent light
sources [31], nonlocal coupling of the magneto-optical
response of magnetic nanoparticles [32,33], and for solid-
state lighting [34]. The case of nonlinear diffraction from
metallic gratings has also been studied extensively [35-37].
However, the effect of SLRs on the nonlinear optical
response of nanostructured materials has been studied
only in a minute amount of works. In a recent work by
Kauranen’s group, tenfold enhancement of second-har-
monic generation (SHG) was measured due to the existence
of SLR at the FF [38]. Yet, the dynamics of the nonlinear
response due to nonlinear collective interactions, i.e., SLR
at the generated nonlinear mode, has remained unexplored.

In this study we experimentally demonstrate, for the first
time to our knowledge, nonlinear SLR (NL-SLR) as a result
of nonlinear RA (NL-RA) coupled to a localized mode in
rectangular arrays of split-ring resonators (SRRs). We derive
a theoretical expression for the NL-SLR condition by
extending the coupled dipole approximation to the nonlinear
case. The resulting extension for the collective nonlinear
quadratic response takes a similar form to Miller’s rule.

© 2017 American Physical Society
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We also show analogy between our nonlinear results and
the famous Wood’s anomalies observed in 1902 for linear
diffraction from metallic gratings [39]. Specifically, we
observe sharp resonant response due to the nonlinear
excitation of the surface lattice waves. This results in more
than 30-fold enhancement of the SHG with respect to normal
incidence, due to the coherent nonlinear interaction between
the isolated nanoparticles as the condition of the NL-SLR
is satisfied. In addition we observe abrupt change in
the collected nonlinear light from both spectral sides of
the calculated NL-RA condition. Finally, we show that the
NL-SLR and its corresponding linear SLR rise from hybridi-
zation of a lattice mode and a dark localized surface plasmon
(LSP) mode, in contrast to most of the previous reports of
SLRs [19-23,26-28], showing that the plasmonic mode that
contributes to the SLR is a bright dipole mode.

To study the optical response associated with SLRs on
nanoparticles arrays the coupled dipole approximation
(CDA) [40,41] method is often used. This model aims
to find the collective optical response through the presen-
tation of effective polarizability of each of the particles in
the presence of the array, a.q, which is a function of the
single particle polarizability aj, its radiation pattern, and the
array geometry. The polarization at the ith nanoparticle is

Pi = asEloc.i~ (1)

where E),.; is the local electric field at the ith particle
location, which is composed of the applied field, E,,,, and
the scattered field from all other dipoles,

Eloc.i = Eupp + ZAijasEloc.j' (2)
J#i

A;; is the dipole interaction matrix that depends on
geometrical parameters and on the wave vector and
describes the interaction between the ith and jth dipoles.
Considering higher multipole interactions can be done by
modifying A;; accordingly. By substituting Eq. (2) into
Eq. (1) a set of linear equations can be attained, which can
be solved numerically to obtain the polarization at each
array site. At the specific case of normal incidence, the
above relations can be simplified by assuming that the
|

Pp°

/J’_V(wg;wl,wz)

local electric fields at all array sites are the same,
Ejoei = Ejoc,j = Ejoc. Then by defining the retarded dipole
sum as § = Z#,'Aij» the expression for the local field is
obtained:

E

e ©)

Eic = s
loc 1 — S(l‘\.

where S is a complex parameter that has a resonance in the
vicinity of the RAs condition. By requiring that the
interparticle influence will be taken into account through
effective polarizability, i.e., fulfilling the relation P; =
et Eqpp, We get

a&‘

1— ;S‘ax ’ “)

From this formula it is possible to obtain insights on the
SLR condition. We expect a strong response at the vicinity
of the LSPR as a result of the proportionality of the array
polarizability to the single particle polarizability. In addi-
tion, when the real part of 1/a; — S vanishes we expect
resonance due to the lattice effect.

Here, we extend the above linear derivation to the
nonlinear case of three-wave mixing (TWM) and introduce
an expression for the effective second-order nonlinear
polarizability, f.;, which accounts for the array effect.
For an array being irradiated with two light beams of
frequencies @, and w, the polarization at w3 = @, & w, of
the ith nanoparticle can be expressed as

Aeff =

Pi(w3) = %ﬂ.\'Eloc.i(wl)Eloc.i(wZ) + &Epocj(@3), (5)

where, f; is the single particle second-order nonlinear
polarizability. Ey.;(w;) for k=1, 2 follows the same
relation as in Eq. (2) and Ej,.;(w3) is composed of the
scattered light at w5 from all the j # i lattice sites,
Ejoci(@3) = ZAij(wS)Pi(w,?)- (6)
J#FI
Considering again the case of normal incidence and

requiring that the array effect will be manifested through
the presentation of effective quadratic polarizability, we get

Pesi(w3; @), @,) =

This result for the nonlinear polarizability f.; takes a
similar form to that of the quadratic susceptibility described
by the local Miller’s rule [42,43], whereas the localized
resonances that give rise to the enhanced y?) in Miller’s
rule are replaced by the linear and nonlinear SLR con-
ditions, Re{S(w;)a,(w;)} = 1 and Re{S(w3)a,(m3)} = 1,
respectively. Therefore, this result accounts for a more
general case where, in addition to local resonances, there

[1 - S(wl)fls(wl)][l - S(wz)ax(wz)][l - S(CU:;)(X.Y((U})] '

(7)

[
can also be collective lattice resonances. When the lattice
spacing affords only diffraction at w; we expect S(w;) ~ 0
and enhancement of the nonlinear polarizability will be
when the LSPR at w; and the NL-RA, manifested by
ay(w3) and by S(w;), respectively, will get into close
proximity.

To find the condition of NL-RA that describes the
nonlinear generation of waves traveling at a grazing angle
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FIG. 1. (a) Illustration of the studied SRRs array, incident
angle, and polarization. The incident light wave vector lies in the
y-z plane at an angle 0 relative to the normal to the surface.
(b) Scanning electron microscope image of the fabricated sample.
The inset shows a single SRR. (c¢) Illustration of the physical
dimensions of each SRR.

to the surface, the linear RA condition can be generalized to
the nonlinear case. The linear condition stated in terms of
momentum conservation is given by

k|| T éml.ml = ki, (8)

where /;" is parallel to the surface component of the
incident wave vector k = [27 - n(4)/A]k, n(A) is the refrac-
tive index, é,,,]_,,,: = m,l;, + mzl;z is a general reciprocal
lattice vector that is a linear combination of the primitive
lattice vectors, and k, = |I?|1Acs is the surface scattered wave.

The vectors k and kg are unit vectors specifying the
directions of the incident wave vector and the scattered
surface wave vector.

Extending the RA momentum conservation requirement
to the nonlinear Raman-Nath diffraction regime [44] for
TWM gives

(El)" = (EZ)” + ém,.m; = E}.s* (9)

where k; (i = 1, 2,3) corresponds to the beam at ;.

In the particular case of SHG studied here w; = @, = @
and w3 = 2. In addition, the incident angle € varies
only in the y-z plane [Fig. 1(a)], and m; = 0, which sets
é,u,,mz = my(2x/d,)y, where d, is the y spacing of the
lattice. In this case the wavelengths satisfying the linear
RAs condition of spatial order (0, m,) are

n(A)d,

A(OJ"Z) =
|m;|

[1 — sgn(m,) sin(0)]. (10)

Relating to the same configuration the FF wavelengths
that satisfy the NL-RA condition are

/11(:(]):"”2) - 2d‘ ["(12) — n(/ll)sgn(mg) Sln(e)] (1 1)

~ my

In order to experimentally examine the nonlinear
interaction due to NL-RA and NL-SLR we fabricated a

20 22 24 26 28 30 10 20 30

0 [deg] SHG enhancement

FIG. 2. Second-harmonic emission, NL-RA and NL-SLR.
(a) Log scale of the measured zero-order SHG emission vs the
FF wavelengths and the incident angle. The black dots indicate
the NL-RA of (0. 1) order calculated according to Eq. (11), and
the magenta dots indicate the strongest measured response at each
wavelength. The arrows diagrams demonstrate the existing
diffraction modes in both sides of the NL-RA. (b) SHG enhance-
ment along the position of strongest measured emission relative
to normal incidence.

50 ym x 50 ym rectangular array of gold SRRs with
subwavelength x spacing of d, =270 nm and larger y
spacing of d, = 800 nm, which support the existence of
the NL-RA, without supporting the linear RA of the FF
[Figs. 1(a) and 1(b)]. Each SRR had a 180 nm base length,
180 nm arms length, 40 nm arms width, and thickness of
30 nm [Fig. 1(c)]. The sample was covered by immersion oil
(n = 1.51), to obtain a symmetric refractive index envi-
ronment, which enables the SLRs to arise stronger [19], and
was placed on a rotational stage. A tunable femtosecond
source (~140 fs width at 80 MHz) was used as the FF,
spanning wavelengths between 1270-1580 nm (see
Supplemental Material [45]). Spectral filters blocked
residual SH from the OPO, and a half-wave plate and
polarizer were used to control the power and polarization of
the input FF. The incident beam waist was ~50 pgm with an
average power of ~200 mW. The emission from the sample
was collected with an X20 objective lens, filtered to remove
transmitted FF, and directed to an imaging spectrometer.
The SH emission was verified to origin from the array and
not from the substrate.

First, we examined the zero-order SH emission spectra
from the array [Fig. 2(a)]. The incident light was x polarized
and the collected SH light was y polarized. The SH spectra
show different magnitudes of collected SH due to different
physical phenomena related to (0,1) NL-RA, (0, 1)
NL-SLR, and a dark LSP mode.

The (0, 1) NL-RA, calculated according to Eq. (11), is
marked by the black dots in Fig. 2(a). We see two separate
regimes for wavelengths longer than ~1400 nm, distin-
guished by the NL-RA condition. The region on the right-
hand side of the plot, where 2(k, ), + G, > k», shows about

twice as bright SH compared to the region on the left-hand
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FIG. 3. Linear transmission measurements. Angle and wave-
length dependent zero-order transmission of the sample at (a) the
SH wavelengths range and y polarization, and (b) the FF
wavelengths range and x polarization. The black dots at (a) in-
dicate the (0, 1) RA order calculated according to Eq. (10). (c) A
cross section of the transmission at (a) for angle of 28.3 degrees
[blue dashed line in (a)].

side. This difference in collected SH can be attributed to
rearrangements of energy distribution between the radiating
modes as the (0, 1) mode onsets or disappears, in analogy to
Wood’s linear observation from 1902 [15]. For wavelengths
shorter than ~1350 nm strong sharp resonance behavior
(~35 nm full width at half maximum) is shown at the vicinity
of the NL-RA condition. We have found that this resonance
behavior is the nonlinear analogue to the traditional linear
SLR. It can be seen that this NL-SLR deviates from the
calculated NL-RA for wavelengths approaching 1350 nm.
This is due to the coupling of the nonlinear lattice mode to a
nonlinear dark localized mode that exists in the wavelength
range of ~1350-1400 nm. The interaction between the lattice
and localized modes leads to enhancement of the collected
SH compared to normal incidence that reaches a peak value of
31 around FF wavelength of 1340 nm [Fig. 2(b)].

To demonstrate that the observed phenomena are NL-RA
and NL-SLR we measured also the linear interaction at FF
and SH wavelength regimes. In Fig. 3(b) we show the linear
angle dependent spectral transmittance at the FF wave-
length regime for x-polarized light. This transmittance
reveals no resonant behavior, with uniform values of
~90% all over the region of interest. The transmission
spectra at the SH range [Fig. 3(a)] for y-polarized light
reveals two different resonant dips in transmission. One
relatively broad appearing around constant wavelengths of
~675-700 nm, and another narrow dispersive resonance
[Fig. 3(c)]. It can be seen that the narrow mode exists
slightly below the marked (0. 1) linear RA condition and
bends when reaching the broad mode. This optical response
is due to coupling between the localized and lattice
resonances and existence of a hybrid SLR mode. Here
we find that in contrast to most of the previous reports of
SLRs [19-23,26-28], the interacting localized mode is not
a bright dipole mode but a dark [24] double-quadrupole
(DQ) mode on the SRR’s arms [Fig. 4(a)]. This dark mode
can be accessed only at oblique incidence, as seen in
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FIG. 4. Schematic charge distribution and calculated far-field
radiation patterns of (a) quadrupole and (b) dipole modes, in the
x-y plane. These modes exist in our nanostructures in wavelength
range of 675-700 and 950-1070 nm, respectively. Angle depen-
dent (c) transmission and (d) SH emission was calculated for
quadrupole (green) and dipole (blue) modes. The measured data
(red dots) agree with the behavior of a quadrupole mode for both
cases. The measured data in (c) and (d) were taken by averaging
the response at the wavelengths range of the quadrupole mode.

Fig. 3(a), in agreement with theory. We believe that the
participation of the dark mode in the collective surface
response is enabled by coupling of the dark mode to
z-oriented dipoles in the nanoparticles as discussed in
Refs. [46,47].

The dark quadrupole nature of the LSP can be deduced
from the measured linear and nonlinear angle dependent
behavior of the LSPR. To verify it, we compare the
experimental linear and nonlinear measurements to the
theoretical far-field dynamics of perfect quadrupole and
dipole modes. Figures 4(a) and 4(b) illustrate schematically
the charge distribution of the quadrupole and dipole modes
on the arms of the SRR, respectively. Far-field radiation
patterns of perfect quadrupole and dipole modes are also
shown in Figs. 4(a) and 4(b), respectively. These theoretical
radiation patterns were used to calculate the expected linear
transmission and nonlinear emission as a function of the
incidence angle. The comparison between the theoretical
calculations and measurements is shown in Figs. 4(c)
and 4(d) for the linear and nonlinear cases, respectively.
This comparison shows a good agreement with the behav-
ior of a dark quadrupole mode. The deviation of the fitted
quadrupole curve from the measurements at the angle range
of ~25-28 degrees in Fig. 4(d) is due to the fact that the
mode dependent calculations do not account for the
coherent coupling effect.

In addition, we performed finite element simulations
(Comsol) to examine numerically the excited modes
dynamics. The dielectric permittivity of gold was taken
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FIG. 5. Simulations of the two different resonance excitations.

Surface charge distribution along the SRRs over the full optical
cycle is shown in (a) at the quadrupole LSPR and in (b) at the SLR.

from Ref. [48] and for the surrounding medium we used
€ = 2.3. Periodic boundary conditions and perfectly
matched layers were set along the array transverse and
longitudinal directions, respectively. Figure 5(a) shows the
surface charge distribution along the optical cycle on the
SRR for oblique excitation at 30° and wavelength of 700 nm,
which supports the excitation of a localized DQ mode. It can
be seen that the evolution of the charge distribution along the
optical cycle in this case shows a standing wave behavior as
expected from a LSP. Figure 5(b) presents the case of
excitation in the SLR conditions (angle 27°, wavelength
644 nm) which shows the transition to a propagating wave
behavior with wavelength 1/n.

To conclude, we have demonstrated experimentally and
theoretically the existence of NL-RA and NL-SLR in arrays
of metal nanoparticles. The NL-RA condition is followed
by abrupt variation in the brightness of the collinear SHG
that agrees with energy rearrangement due to vanishing or
onsets of the nonlinear diffraction orders. Furthermore, the
NL-SLR leads to very strong and spectrally narrow
enhancement of the collinear SHG. Our theoretical deri-
vation shows that the nonlinear polarizability of the nano-
particles in the array takes a form which is similar to
Miller’s rule and resonantly depends on the collective
nonlinear interaction. Finally, we also show that in the
current case, the localized mode that hybridizes with the
lattice mode to generate the NL-SLR is inherently a dark
mode, which is accessible only at oblique incidence. This
work reveals new dynamics of nonlinear-nonlocal inter-
actions in arrays of metallic nanoparticles and opens the
door to use such nonlocal interactions to strongly modify
and enhance the effective nonlinearity of these artificial
optical materials. The specific effect studied here of
NL-SLR on SHG can be extended to study and enhance
TWM processes and higher order nonlinear processes,
which may find use in improving nanoscale multiphoton
imaging, nonlinear conversion, nonlinear sensing and
spectroscopy.
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Experimental Setup and Measurements

The sample was covered by immersion oil (n=1.51), to obtain symmetric refractive index environment and was placed on a motorized rotational stage
(Thorlabs PRM1Z8). Figure 1S below provides a detailed description of the experimental setup. A tunable pulsed femtosecond optical parametric
oscillator pumped by a Titanium Sapphire laser (Chameleon OPO VIS, pulse width ~140 fs, repetition rate 80 MHz) was used as the fundamental
frequency (FF) source spanning wavelengths in the range of 1270—1580 nm. Spectral filters blocked residual SH from the OPO, and a half-wave
plate and polarizer were used to control the power and polarization of the input FF beam. The beam waist on the sample was ~50 pm with a typical
average power of 200 mW (averaged and peak power densities of and respectively). The emission from the sample
was collected with an objective lens (Mitutoyu NIR X20), filtered to remove transmitted FF beam, and directed to an imaging spectrometer with a
cooled back-illuminated EMCCD detector (Andor Shamrock 303i, Newton 970). The SH emission was imaged on the CCD and it was verified that
the emission origins from the array and not from the substrate.

Sample on
a rotational
1270-1580 nm M2 P LP f=20cm stage
[\‘ ~ Obj.
X20/0.40

Imaging i | ‘
Spectrometer | | i |

4f system

FIG. IS. The experimental setup. Titanium Sapphire laser (Ti:Sa), optical parametric oscillator (OPO), half-wave plate ( , polarizer (P), long-pass filter
(LP), lens (f=20 cm), sample on a rotational stage, objective lens (Obj.), tube lens (TL), short-pass filter (SP), 4f system with =20 cm, polarizer (p) and an
imaging spectrometer.
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Near-Infrared Tunable Surface Lattice Induced Transparency

in a Plasmonic Metasurface

Lior Michaeli,* Haim Suchowski, and Tal Ellenbogen

Collective coherent scattering at the surface of a plasmonic nanoparticle array
is shown to induce tunable transparency windows at the localized plasmon
band. Broadband phase measurements show that the enhanced transmission
is accompanied by a large anomalous dispersion, which leads to a group delay
as large as ~8 fs within only 40 nm thick sample. This effect occurs over a
wide tunable spectral range of ~200 nm, and appears for two distinct
counter-propagating surface waves. The experimental observations are in
good agreement with calculations based on coupled dipole approximation
(CDA) and with finite-difference time-domain (FDTD) simulations. This study
opens the door for implementation in the fields of sensing, displays, optical

buffering, tunable filtering, and nonlinear optics.

1. Introduction

Coherent scattering of light serves the basis to various op-
tical phenomena, such as openings of optical bandgaps in
photonic crystals,!l quasi-phase-matching of nonlinear optical
processes,?l and the century-old Rayleigh anomaly (RA).B! Re-
cently it was shown that in ordered arrays of nanoparticles,
the coherent buildup of scattered light at the array plane can
significantly alter the collective optical response. In the case
of metallic nanoparticles, where localized surface plasmon res-
onances (LSPRs) dictate the absorption and scattering behav-
ior, the simultaneous existence of LSPR with coherently scat-
tered light at the surface of the array can lead to hybridized
photonic-plasmonic resonances, known as surface lattice reso-
nances (SLRs).*% These unique resonances have attracted much
attention over the last decade. It was shown that the narrow spec-
tral features that accompany the SLRs, along with their photonic
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bandgaps behavior, make them attractive
to various potential processes and appli-
cations, such as Bose—Einstein conden-
sation at room temperature,”’ enhanced
nonlinearity,® lasing,”” and sensing.!"
Electromagnetically induced-
transparency (EIT), which is a quantum
coherent effect induced by strong inter-
action with a three-level resonant atomic
media,"! has recently found its counter-
part in micro- and nanostructured optical
materials.'>?%) This phenomenon, so
called EIT-like effect, emerges due
to the coupling of superradiant and
subradiant modes of the system. The en-
hanced transmission is accompanied by
enhanced group delay of the light, which altogether may pave the
way toward implementation of on-chip optical signal processing
in the time domain and enhanced linear and nonlinear light—
matter interactions. To date, most of the experimental demon-
strations of EIT-like effects in metallic micro- and nanostructures
rely on the coexistence of two bright and dark localized modes,
which, by near-field coupling, cause drastic reduction of the
bright mode extinction.[?”1#2122] Alternative approach to obtain
EIT-like effect using plasmonics is by introducing delocalized
modes into the system and relying on the destructive interference
of either distributed-distributed modes or localized-distributed
modes. The first mechanism, which resembles the origin of slow
light near the band-edge of photonic crystals, was suggested
and demonstrated in various schemes at different spectral
ranges.?*~?l Early demonstration of the second mechanism was
done by Linden et al.,*l who showed suppression of extinction
in a system composed of plasmonic array above a dielectric
substrate that supports guided modes. Following this demon-
stration, the approach of relying on coupling between localized
resonances and distributed waveguide modes has been proposed
in several configurations.”’-*!l Nevertheless, hardly any experi-
ment has studied the interesting effect of slow light induced by
surface lattice resonances, nor have shown spectral tunability of
the transparency window. Recently two groups have also studied
lattice induced transparencies in the THz spectral range,*>*
where high transparency values and large group delays were ob-
tained at normal incidence for specific operation frequency. Yet,
in the optical range such studies have not been performed to date.
Here we experimentally demonstrate the formation of a near-
infrared, spectrally tunable, narrow transparency window within
a plasmonic absorptive band of split-ring resonators (SRRs)
based metasurface. We experimentally show that the enhanced
transmission is accompanied with high anomalous dispersion

© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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which leads to group delay as large as ~8 fs within only 40 nm
thick sample. These experimental measurements are validated
by finite-difference time-domain (FDTD) simulations. Moreover,
we use the coupled dipole approximation (CDA) to obtain further
insight on the nonlocal coupling dynamics in the system. Our
analysis reveals that the intriguing effect of strong absorption-
less interaction on the resonant plasmonic metasurface is at-
tributed to a special case of photonic—plasmonic hybridization.
We find that exactly when coherent scattering of light at the ar-
ray plane occurs, that is, at the RA condition, equal magnitudes
and opposite phases of the incident and scattered light leads to
full electric-field cancelation at the nanoparticles’ positions. The
observed effects occur for two distinct counter-propagating sut-
face waves and show tunability of the EIT-like behavior over a
wide spectral range of ~200 nm. Interestingly, these effects oc-
cur only for S-polarized light, which therefore may render this
phenomenon the complementary metamaterial behavior of the
conventional Brewster angle.

2. Results and Discussion

2.1. Absorption-Less Band Predicted by the Coupled Dipole
Approximation

To investigate the collective effects that lead to the appearance of
SLR induced EIT-like phenomena we use the CDA. This simpli-
fied model captures the core physics behind the studied multi-
particle coupling mechanism, and is able to predict and repro-
duce phenomenologically various related observations.[*#1035-39)
The CDA takes into account the inter-particle scattering, and
aims to find the effective polarizability, a ¢, of each individual
particle. The resulting a.; depends on the single particle polariz-
ability «,, the array geometry, the angular frequency of light w,
the refractive index of the ambient medium n(4), and the an-
gle of incidence #. In the case of a finite array, a set of linear
equations needs to be solved to obtain each particle’s effective
polarizability,*>*%l while for infinite array, as we consider here, a
simple and insightful expression can be derived*’!

1)

where S(EH) =D Ay e ™7 is the array’s incident angle-
dependent structural factor, A;is the dipole Green function, EII
is the parallel to the surface component of the incident wavevec-
tor k = [27 - n(4)/A] k and 7J is the location of the jth particle.
The structural factor S(EH) has peaks in its magnitude when
there is a coherent buildup of its terms, that is, at the RAs con-
dition: EH + E;,,,].mz = ES, where E}m].mz = mj;l + mzzz is a gen-
eral reciprocal lattice vector that is a linear combination of the
primitive lattice vectors, and ES = Iic.llzs is the surface scattered
wave. The vectors k and k, are unity vectors specifying the direc-
tions of the incident and scattered surface wavevectors, respec-
tively. From the expression in Equation (1) it can be seen that a
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resonant response of .4, due to the plasmonic and pho-
tonic modes reflected by a, and S respectively, can be de-
termined by A = R{1/a, — S}, with dissipation determined by
I' = §{1/a, — S}. These resonances of a 4, known as SLRs, occur
due to diffractive coupling of the particles at the array. Thackray
et al.'% have pointed out that two types of SLRs can be distin-
guished; Type 1: occurs when the minimum of A is positive and
then a single narrow Fano-type resonance appears at the RA con-
dition. Type 2: occurs when the minimum of A is negative, and
then the curve of R{1/a,} intersects twice the curve of R{S}. At
this case two unequal collective resonances of a,q are observed,
while in between these resonances, at the RA, reduced extinction
gap may form.["% It was found that for 1D chains, one of the two
resonances is strongly damped,*!% which may affect the quality
of the reduced extinction gap. While, as we show here, in 2D ar-
rays this strong damping is significantly diminished. If the gap
in-between the two resonances is narrow and deep enough, the
Kramers—Kronig relations can be used to show that it is associ-
ated with a large negative dispersion and thus enhanced group
delay.*!*?l Therefore, as we show here, type 2 SLRs on 2D arrays
have the potential for the realization of EIT-like and slow-light
behavior.

To investigate the formation of EIT-like features in the sys-
tem, we use the CDA and analyze the optical response of the
array for four different cases presented in Figure 1. For each
case we examine the interplay beetween a, and S, and its as-
sociated influence on the collective optical extinction. We take
the single particle polarizability to be a Lorentzian of the form
a, = Ay/(w} — ” + iyw) with amplitude A; = 5.2x 10" cm’s~?,
resonance angular frequency w, = 2z¢/4,, resonance free space
wavelength 4, = 868 nm, angular frequency w = 2xc/4, where
c is the speed of light, and damping constant y = 382THz. The
damping constant here accounts for both radiative and non-
radiative losses. The ambient medium refractive index is taken to
be n = 1.51, and the array x- and y-spacings are d,, = 270 nm and
d, = 800 nm, respectively. The angle of incidence is set to be 6 =
26°, so that the (0, —2) RA condition will ocur at A<R0f—2> ~ 869 nm,
and therefore will coincide with the LSPR centered around A,.

In Figure 1a—c, we use the above parameters to calculate the re-
sponse of a 1D particle chain arranged along the y-direction (with
spacing d, = 800 nm). The extinction cross section of each par-
ticle in the array is calculated by o, = 47k - S{a.4}. For conve-
nience we present the normalized extinction C,,, = o,,, /0, Where
0y = d, d, cos(0) is the angle-dependent area of a unit cell, and d,,
and d, are the array x- and y-spacing. We note that for the normal-
ization purposes we take d, = 270 nm also for the 1D chain. In
Figure 1a,b the real and imaginary parts of S and a, are plotted,
respectively. The difference between these quantities correspond
to A and I defined above. It can be seen that the real part of S has
a peak at the (0, —2) RA. In the vicinity of this RA there is a sin-
gle intersection of the real parts, that is, A = 0, determining the
spectral location of the hybridized new resonance, and a step-like
shape of the difference of imaginary parts I', leading to abrupt
enhancement of the extinction at longer wavelengths than the
RA point, as seen in Figure 1c. Overall, the extincion lineshape
for the 1D chain shows very limited reduced extinction gap at
the RA.
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Figure 1. The interplay between the single particle and the whole array response, and their influence on the spectral extinction. The first column a—c)
shows the real (a) and imaginary (b) parts of 1/a, and S, and the normalized extinction (c) of a 1D array with parameters given in the text. d—f) show

the same quantities as in (a—c), but for a 2D array. The absorption-less band around A*4

0-2) © 869 nm shows narrower and deeper lineshape. g—i) show

calculations for a 2D array with fivefold enhanced (green) and fivefold reduced (purple) amplitude of a,. In both cases, the extinction (i) shows deviation

from the desired lineshape of EIT, as presented in (f).

In Figure 1d—f we show similar plots to those shown in Fig-
ure la—c, but for a 2D array with the same periodicity in the y-
direction and subwavelength periodicity in the x-direction (d, =
270 nm and d, = 800 nm). In this case, the peak of the real part
of S rises much higher due to the addition of particles partici-
pating in the coherent scattering (notice the change in the y-axis
range), which dictates a larger A and therefore reduced extinc-
tion at the RA. At both sides of the RA the real parts of Sand 1/a;
show intersections, which leads to resonative behavior surround-
ing the reduced extinction at the RA. In addition, from Figure le
we see that now the imaginary part of S shows more symmetric
lineshape around the RA, which leads to two distinct resonances,
with a spectral hole burned in-between them. We stress that this
absorption-less band appears while taking the entire loss mech-
anisms into account.

Next, we show that this desired behavior of the extinction that
resembles the EIT lineshape, is strongly dependent on the am-
plitude of the polarizability, which in turn, commonly varies with
the nanoparticles volume. Figure 1g—i show calculations for a 2D
array with the same parameters as before, for two different ampli-
tudes of a;: SA, and A, /5. While S has not changed from the cal-
culations at Figures 1d—f the change in 1/« is clearly seen: e, has
a constant resonance wavelength of 4, = 868 nm in all the calcu-
lated cases, therefore R{1/a,} vanishes at this wavelength. The
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change in A, causes tilt of the curve describing R{1/«,}, which
in turn sets the crossing points with R{S} at more separated loca-
tions as A, increases. In addition, the imaginary parts shown in
Figure 1h set smaller I as A increases. Therefore, the extinction
(Figure 1i) reaches greater values as the amplitude A increases,
followed also by larger coupling of the plasmonic and photonic
modes, that is, larger spectral separation of the resonances. On
the other hand, when A, decreases reduced extinction along with
smaller resonance splitting is observed. To obtain EIT-like be-
havior we wish to have large extinction values and a sharp dip
between two peaks. Thus, Figure 1f shows the desired behavior
of the extinction, while the results in Figure 1i for either the re-
duced or enhanced polarizability amplitude deviate from the de-
sired trend. Hence, in the following we use the parameters used
for the extinction calculation in Figure 1f.

2.2. Anomalous Phase Behavior Predicted by the Coupled Dipole
Approximation

The spectral features obtained from the simulated array (see
Figure 1d—f) were further studied to obtain the spectral phase
response, for normal and for oblique incidence. Figure 2a
presents the normalized extinction at normal incidence and at
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Figure 2. Absorption-less band accompanied by anomalous phase behavior. a) Simulated normalized extinction for two angles of incidence: & = 0° (blue
line) and @ = 26° (red line). b) The phase associated with the extinction of (a), calculated by the Kramers—Kronig relations on a finite bandwidth. The
bright-green, dark-green, and orange regions in (a) and (b) correspond to regions with small positive, large positive, and large negative d¢p/dw values.

oblique incidence of # = 26°. The extinction of the oblique inci-
dence is equivalent to that shown in Figure 1f and formerly dis-
cussed, while the extinction for normal incidence shows broad
resonance that origins mainly from each particle’s LSPR. The last
remark is confirmed by the observations in Figure 1 that S ~ 0 far
from any RA, which implies using Equation (1) that a4 =~ a.. By
using the Kramers—Kronig relations, the frequency-dependent
phase behavior can be calculated from the frequency-dependent
absorption. In Figure 2b we show the corresponding phase cal-
culated by the Kramers—Kronig relations on a finite bandwidth.
The changing phase slopes shown in Figure 2b, according to
d¢/dw, can help distinguish between three different regions that
are marked with different colors in Figure 2a,b. Bright green,
dark green, and orange regions mark small positive, large posi-
tive, and large negative d¢p/dw values, respectively. As elaborated
in Section 2.4, the large negative d¢p/dw region, right around the
RA and absorption-less band, implies slow-light behavior.

2.3. SLR Induced Transparency—Experiments and Simulations

To experimentally examine the EIT features studied by the CDA
we fabricated a corresponding metasurface comprising gold
SRRs. These types of metasurfaces were studied extensively dur-
ing the last two decades, mainly due to their engineered magnetic
response, | and artificial enhanced and controllable quadratic
nonlinearities.®#¢% Therefore, showing EIT-like behavior and
slow light effects in SRR based metasurfaces may further allow
controlling their associated phenomena. The sample, consisting
of a 50 pm X 50 pm rectangular array of gold SRRs, was fab-
ricated by a standard electron-beam lithography. The array x-
and y-spacing was d, = 270 nm and d, = 800 nm, respectively
(Figure 3a), which support the existence of RAs only along the
y-direction. Each SRR had 190 nm base-length, 225 nm arms-
length, 55 nm arms-width, 95 nm base-width, and thickness of
40 nm (Figure 3b). The sample was covered by immersion oil
(n = 1.51), to obtain symmetric refractive index environment,
and was placed on a rotational stage (Figure 3c,d). A white-light
source (SuperK COMPACT, NKT Photonics) spanning wave-
lengths between 450 and 2400 nm was used (Figure 3d) to shine
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x-polarized light on the sample (parallel to the base of the SRRs).
Only the zero-order transmitted light was collected by an ob-
jective and tube lens and spectrally measured by an imaging
spectrometer, allowing also broadband interferometric phase
measurements by addition of a double-hole mask (for details see
Section S1, Supporting Information).

We present the normalized extinction spectra of the stud-
ied sample in Figure 4a for two angles of incidence, 6 = 0°
(blue line) and 6 = 26° (red line). These extinctions were cal-
culated from the measured zero-order transmission T, by
Cex = 1= T,)- The resonance that corresponds to the normal
incidence case, originates from the particle’s LSPR,P! as dis-
cussed in Section 2.2 (for full resonance characterization see Sec-
tion S2, Supporting Information). It can be seen that the ex-
periment supports narrow absorption-less band at the RA lo-
cation, in agreement with the CDA simulation results in Fig-
ure 2a. Therefore, one may expect different regions of phase be-
havior as shown in Figure 2a,b. The region of large expected
negative d¢/dw values is marked in Figure 4a by the orange
background color. Furthermore, it is also expected that the spec-
tral location of the LSPR would stay approximately constant
with varying angle of incidence, whereas the dispersive RA will

n(A)-d, 5 .
follow ARA = — 2 is an in-
(0,)71),) Im),| Y

teger indicating the yth spatial diffraction order. Therefore, it
is insightful to examine the plasmonic—photonic coupling, re-
sponsible for the observed effect, for varying incident angles.
To do that we show the measured (Figure 4b) and simulated
(Figure 4c) zero-order transmission for 6 € [0°, 30°] through the
array. Figure 4c shows T}, obtained by a FDTD solver (Lumer-
ical). In these simulations the physical dimensions of the SRRs
were slightly optimized relative to the fabricated sample to get
similar spectral response to the measurements (see Section S3,
Supporting Information). In Figure 4d we show the transmission
simulated by the CDA, calculated by 1 — C,,,. It can be seen that
the measurements agree well with the FDTD simulation results
and with the CDA calculations. The deviation of the CDA calcula-
tions in Figure 4d for wavelengths smaller than ~700 nm occurs
due to the existence of higher order LSPR centered at wavelength
of ~550 nm which was not taken into account in our CDA model.
The agreement between simulations and measurements over the

(1 —sign(m,) - sin(f)), where m
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system, and an imaging spectrometer.

relevant region of interest (above ~700 nm) allows us to further
investigate the observation with the FDTD and CDA simulations.

In the results, two different RAs, with an opposite slope in
the wavelength (x-axis) -angle (y-axis) map can be distinguished.
These RAs correspond to coherent buildup of scattered fields
along opposite directions on the array. The (0,1) (white dots)
and the (0,—2) (black dots) RAs are co-directed and counter-
directed with the parallel to the surface component of the in-
cident wavevector, respectively. Narrow transparency windows
appear at these two RAs, resulting in the formation of three
separate absorption bands: i) A nondispersive band centered at
~845 nm for 0 € [0°,15°]. ii) Concaved shaped band centered at
~910 nm for 6 € [10°, 30°]. iii) Another nondispersive band cen-
tered at ~845 nm for 6 € [22°,30°]. At the crossing region of the
two RAs a non-dispersive reduced transmission gap is seen, in
agreement with previous observations of bandgap formation at
the simultaneous coexistence of two RAs.[2l

2.4. SLR Induced Slow Light—Experiment and Simulations

To investigate the expected slow light associated with the trans-
parency windows we further measured and simulated the spec-
tral phase of the zero-order transmitted light. The interferometric
phase measurements were performed in common-path off-axis
geometry and allowed us by a single capture to acquire the phase
of the entire spectral range of interest, for each angle (for details
see Section S1, Supporting Information). In Figure 5a we show
the measured spectral phase for varying angles of incidence. Ex-
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amining the phase at the array resonances, in accordance to their
previous classification, a typical lineshape associated with a phase
of Lorentzian is evident for absorption band i) while looking at the
two other bands, ii) and iii) more complex phase variations can be
seen, indicating the hybridized nature of these resonances. Im-
portantly, we find that at the transparency along the RAs there
is an abrupt phase change, as the Kramers—Kronig relations ap-
plied to Figure 2a imply. This phase dispersion, ¢(w), quanti-
fies the phase accumulated for each frequency component due
to the interaction with the metasurface, and can be used directly
to calculate the group delay 7, = —%. In Figure 5b,c we show the
group delay extracted from the experiment (Figure 5b) and from
FDTD simulation (Figure 5c). The experimental measurements
and simulations show good agreement. At the RAs, mainly above
their cross-point, the light is substantially delayed by the sam-
ple, reaching delay values of 7 ~ 8 fs, caused by the 40 nm thick
sample. This delay occurs, both at the (0, 1) (white dots) and the
(0,—2) (black dots) RAs, exactly at the transparency windows.
In Figure 5d we show a cross section of the group delay (blue
line) and the associated transmission (orange line) for 6 = 26°.
The high transmission peak (T ~ 92%, Q factor ~ 40) coincides
with the high group delay peak (~7 fs). To elucidate the values
shown for 7,, which quantifies the delay of a pulse traversing
the medium, it is worth comparing it with the time it takes to
the pulse to cross the same width of the sample in free space.
This time is 7 = 40% ~ 0.13 fs. Their ratio, 7,/7, which may be
viewed as an effective group index, reaches values on the order of
~60 along the RAs. These findings imply that the time the light
interacts with the sample is considerably longer than it would
cross the same thickness at the speed of light, and yet, among the
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Figure 4. SLRs induced transparency. a) Experimental x-polarized normalized extinction for two angles of incidence: # = 0° (blue line) and 6 = 26° (red
line). b) Experimental and c) FDTD simulated zero-order transmission for 6 € [0°, 30°]. d) Shows 1 — C,,, simulated by the CDA. In (b—d) the (0,1) and

(0 — 2) RAs are marked with the white and black dots, respectively.

different energy routes such as absorption, reflection, and diffrac-
tion, it is being directed with very high efficiency (~92%) to the
zeroth-order transmission. Another observation from Figure 5d
is the coincidence of the transmission dip and group delay dip.
This is a typical behavior of resonances, which appears even for a
single resonance without the coupling dynamics.*” The negative
group delay can be attributed to the fast light regions, though the
associated high absorption prevents any practical use of it.*?)

2.5. The Role of the Interplay between Incident and Scattered
Fields

To further investigate the origin of the transparency seen along
the RAs we use the CDA to examine the electric fields at the array
surface, that is, at the near field. The local field at the ith nanopar-
ticle can be written as E_; = E;; + E,,;, where E, ; and E,;
are the incident field on the ith nanoparticle, and scattered fields
from all the j # i particles, respectively. The polarization of the

ith nanoparticle can be written as P; = a; E,; or alternatively, by
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terms of . obtained with the CDA as P; = a4 E, ;. From the
last three equations, the ratio of scattered to incident fields can

be obtained

Esca,i - Xeff i
E

inc,i

=3 @

We would expect the scattered field to be influenced mainly
by the coherent or incoherent sum of scattered fields from all
the nanoparticles at the array, and by the nanoparticles’ scatter-
ing amplitudes, reflected by a,. In Figure 6 we show the am-
plitude (Figure 6a) and phase (Figure 6b) of E,;/E,.;. Several
observations can be made from these figures. As seen in Fig-
ure 6a, along the RAs the scattered fields are substantially in-
creased, reaching values of |E, ;| ~ |E,;| at the transparency
regions. These strong scattered fields are the result of the co-
herent buildup of the scattered fields at the RAs condition. In
addition, at the region of absorption bands (i) and (iii), there
are also relatively strong incoherently scattered fields (typically
|E...:|  0.5|E,;|) getting their contribution from the plasmonic

sca,i inc,i

resonance of a,. Absorption band (ii) shows similar order of
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scattered fields, which in this case arise from the coupling of the
plasmonic and photonic modes. From Figure 6b we see that along
the RAs’ transparency the scattered fields have a z-shifted phase
relative to the incident field. Therefore, equal magnitudes and op-
posite phases of the scattered and incident fields cause complete
destructive interference and thus give rise to the narrow trans-
parency windows at the spectral coexistence of the plasmonic
and photonic modes. Rearrangement of Equation (2) reflects how
this destructive interference eliminates the effective polarizabil-
ity: ag = as(% + 1). If we set the condition reflected from Fig-

ures 6a,b of E,;/E,.; = —1 we get aigm) ~ 0, which agrees well

with our experiment and simulations.

3. Conclusions

To conclude, we have demonstrated experimentally the existence
of SLR induced transparency in plasmonic metasurfaces and its
association with slow-light behavior. The plasmonic and photonic
modes of the metasurface, respectively play the role of broad
driven superradiant and narrow undriven subradiant coupled
modes that are crucial to obtain EIT-like behavior. The effect is
angle-dependent and can be tuned over a wide spectral range of
~200 nm. At the transparency windows, the group delay of the
light reaches values of ~8 fs within only 40 nm thick sample.
This corresponds to ~60 times longer interaction with the sam-
ple than in the case of non-resonant interaction. These values,
along with the high transmission values, can be further improved
by optimizing the controllable parameters in the CDA with a fig-
ure of merit of high quality transparency and slow light window.
Intriguingly, in the studied case, in a counter-intuitive manner,
strong scattering at the LSPR promotes the long-range interac-
tion, while their coherent buildup almost totally eliminates the
absorption. The SLR induced transparency and slow-light effects
supported by our metasurface occur for S polarization. Exam-
ining also the zero-order transmitted light from the sample at
P polarization, shows that at the transparency regions no simi-
lar effects take place at P polarization (see Section S4, Support-
ing Information). This reassembles Brewster-angle-like behavior,
though for S polarization instead for P polarization. The pre-
sented study opens the door for implementation in the fields
of sensing, displays, polarizers, optical buffers, tunable filtering,
and enhanced nonlinear interaction. In addition, we believe that
this work will promote fundamental future studies of nonlocal
coherent interaction in metamaterials to facilitate the route to-
ward tunable, integrated, ultra-small slow-light devices with high
delaying capabilities.
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the author.
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Supporting Information

Near-Infrared Tunable Surface Lattice Induced Transparency in Plasmonic

Metasurface

Lior Michaeli [1-3] *, Haim Suchowski [1,2], Tal Ellenbogen [1,3]

1. Phase Measurements

The broadband phase measurements were performed relying on common-path off-axis
geometry and the use of an imaging spectrometer. At the image plane of the microscope setup
we placed a double-hole mask for the generation of two angled plane waves at the Fourier
plane of the mask. One wave carried information from the sample and the other from the
reference (substrate). The Fourier plane of the double-hole mask was imaged on the entrance
slit of the imaging spectrometer. This is shown in Figure S1 below. The obtained
interferogram was analyzed and used to extract the spectral phase as described by Bowlan et

al.'" for the case of ultrashort pulse characterizations.

IS

Figure S1. The off axis interferometry geometry. A double-hole mask was placed at the
image plane of the microscope. The Fourier plane of the mask was imaged on the entrance slit

of an imaging spectrometer (IS).
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2. SRRs Resonance Characterization

Figure S2 illustrates the charge distribution and far-field radiation pattern at the x-y plane
of the SRRs' localized mode used throughout this paper (red curve). The radiation pattern was
obtained by the FDTD simulations for the case of a single isolated particle at normal
incidence and at wavelength of A = 860 nm. The calculated far-field radiation pattern of a

dipole mode is shown by the blue curve, for comparison.

180

270

Figure S2 Schematic charge distribution and far-field radiation patterns. The far-field
radiation pattern at the x-y plane of the SRRs' localized mode is shown in red and calculated

far-field radiation pattern of a dipole mode is shown in blue.

3. SRRs Dimensions in the FDTD Simulation

In the FDTD simulations the physical dimensions of each SRR were slightly optimized
relative to the fabricated sample to get similar spectral response to the measurements. The
parameters taken were: 170 nm base-length, 200 nm arms-length, 50 nm arms-width,

95 nm base-width and thickness of 40 nm.

4. Transmission in S and P Polarization
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Here we examine the S- and P-polarized transmission of our metasurface which show
together Brewster-angle-like behavior. In Figure S3a and b the zero-order transmission for S-
and P-polarized light is presented respectively. Figure S2b shows that at P polarization a
bright localized surface plasmon resonance (LSPR) appears for central wavelength of
A~ 1000 nm and a dark LSPR which hybridizes with the {(0,1) Rayleigh anomaly (RA)
appears around ~700 nm and 6 € [25° 30°]. Yet, though the P-polarization measurements
exhibit resonative features, the unique plasmonic-photonic coupling mechanism responsible

for the transparency and slow light remains only at the S polarization.

850

-
-
-
-
2
-
o
i

~ 750

700

p
'7<'|~

650
600

Figure S3 Brewster-angle-like behavior. Zero-order transmission from the sample for (a) S

and (b) P polarizations.

Corresponding Author

*E-mail: liormicl @mail.tau.ac.il

References

[1] P. Bowlan, P. Gabolde, A. Shreenath, K. McGresham, R. Trebino, and S. Akturk, Opt.

Express, 2006, 14, 11892.



2.3 Spectral Interferometric Microscopy for Fast and
Broadband Phase Characterization

64



ADVANCEL

SR M)
FULL PAPER MATERIALY o 8 ror |

www.advopticalmat.d updates |

Spectral Interferometric Microscopy for Fast
and Broadband Phase Characterization

Lior Michaeli * Danielle Ben Haim, Mukesh Sharma, Haim Suchowski,

and Tal Ellenbogen

The rapid growth in the development of new optical materials such as 2D
materials, layered heterostructures, active phase changing materials, optical
metasurfaces, and metamaterials, requires new methods which enable
accurate, broadband, and real-time microscopic characterization of their
optical and physical properties. Here, this necessity is addressed and a

novel method is presented to dynamically and accurately obtain the spectral
phase of a microscopic sample, either in reflection or transmission. The
method is based on a designed optical relay that couples the output port of

a typical microscope setup to an imaging spectrometer. By post-processing
the acquired images, a stable, accurate, and easy-to-align broadband spectral
microscopic interferometer is obtained. This approach is experimentally
demonstrated by measuring the spectral phase response of two different
types of metasurfaces in reflection and in transmission and also by accurately
measuring the dispersion of a thick glass slab in transmission. Moreover, the
method’s applicability to broadband dynamic measurements is demonstrated
by real-time tracking the phase response of optically driven nematic to

characterization of the sample’s optical
and physical properties. For example, it
enables detection and quantification of
exotic phenomena such as negative refrac-
tion,° artificial magnetism,*1%  zero
refractive index," 3 and electromagnetic-
induced transparency (EIT) behavior and
its associated slow light.*1®l Numerous
optical schemes exist for direct broadband
interferometric ~ phase = measurements.
Typically they rely on recording either the
time-resolved interferogram (TRI)7l or
spectrally resolved interferogram (SRI)!":19]
of two interfering light beams. Obtaining
the interferogram in these methods can
either be done by successive acquisitions,
e.g., with the use of a delay stage for TRI or
tunable source for SRI, or by simultaneous
acquisition where the entire interferogram
is obtained in a single shot. For SRI, such

isotropic and isotropic to nematic phase transitions of a liquid crystal.
Altogether this method enables accurate, dynamic, and easy microscopic phase
characterization and can become widely used for materials characterization.

1. Introduction

Measuring the spectral phase of light reflected or transmitted
from a microscopic sample is often required for the full
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simultaneous acquisition merely requires
a spectrometer, whereas a more sophis-
ticated method is required for the case of
TRI. For example, by mapping the relative
delay of the two interfering beams into dif-
ferent spatial positions in an off-axis con-
figuration, and simultaneously recording the intensity with a
detector array. In this approach, the spatially resolved interfero-
gram (SRI) is obtained, which is directly mapped into the TRI.

In addition to these widely used methods, the quest for
simpler experimental technique, with better spectral resolu-
tion and shorter acquisition times, mainly driven by the need
for characterization of ultra-short pulses has resulted in devel-
opment of a new class of interferometers: spatially and spec-
trally resolved interferometers (SSRIs).2-2%l In this class, a
camera is used to record the interference pattern of two beams
in an off-axis configuration, where one axis is devoted to the
spatial resolution and the other, by the aid of a diffraction
grating, to spectral resolution. These methods, which enable
single-shot broadband spectral phase extraction without any
moving mechanical parts, have been demonstrated adequate
for challenging pulse characterization/?*2¢ and have also been
improved to show better temporal?’! or spatiall®®! capabilities.
Detailed review and analysis of these methods can be found in
Borzsonyi et al.[2%:3]

The integration of the appealing SSRI technique with
optical microscopy has been suggested by O’Brien et al.,!
where based on Mach-Zehnder reflective interferometer

© 2020 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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they have successfully demonstrated phase characterization
of metasurface sustaining plasmonic EIT. One of the chal-
lenges in merging microscopy, spectroscopy, and interfer-
ometry lies in the dispersive nature of the optics used for
the imaging and magnification in addition to the microscope
slide, which typically set much larger spectral phase vari-
ations to the sample beam than the sample itself. In addi-
tion, the difficulty of realizing broadband single-shot phase
acquisition of microscopic samples in a common-path con-
figuration sets severe limits on the complexity of such optical
setups and on their sensitivity to noise. Gennaro et al. have
reported such a configuration, based on SSRI integrated
within a microscope, where they successfully realized a
common-path configuration, by the use of two objective
lenses, for the illumination and collection of light from the
sample.l?”] Very recently, a technique using similar concepts,
though for only a single wavelength, has been reported.l*?l
This technique benefits from relatively stabilized time-
dependent noise owing to three-beam interference. These
two mentioned methodsB?33 require tightly focused illumi-
nation, and are not suitable for collimated beam illumina-
tion schemes, angle-resolved measurements, or for struc-
tured beam illumination. Thus, their use is not suited for
many applications, e.g., the extraction of consecutive mate-
rial effective parameters by complex S-parameters measure-
ments,**3% or the characterization of phenomena as surface
lattice resonances in plasmonic metasurfaces.’:8!

Here, we present a novel approach to overcome these
limitations, by implementing an SSRI in a common-
path configuration based on a double-hole mask located
at the image plane of the microscope. The novel Masked
Image-plane Common-path self-Referenced Optical SSRI
(MICRO-SSRI) enables flexible sample illumination, stable,
accurate, and easy-to-align single-acquisition spectral phase
extraction by only slightly modifying a typical spectros-
copy microscope setup. We experimentally demonstrate
this powerful method by performing a set of challenging
phase measurements, which require the following capa-
bilities: microscopic resolution, plane wave illumination,
transmission and reflection modes, large dynamic range
of phase change (much bigger than 27), and real-time
dynamic characterization. Specifically, our experimental
demonstrations include measurements in transmission
mode of 170 um thick glass, which enable extraction of the
wavelength-dependent refractive index, and also serve as a
spectral phase target for the demonstration of the methods
accuracy. Furthermore, to show the applicability of the
method to characterize new materials, we also measure the
phase response of a plasmonic metasurface sustaining an
angle-dependent EIT behavior, and the rich spectral phase
response in reflection of a reflective Fabry—Perot metasur-
face-based element. The experimental results are in good
agreement to finite-difference-time-domain (FDTD) simula-
tion results. In addition, to examine the applicability of the
method for examination of time varying systems, we per-
formed real-time dynamic broadband phase measurements
of a nematic liquid crystal (LC) under optically induced
conformation. We identify in our measurements both con-
tinuous phase changes, associated with the temperature-
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dependent refractive index of the LC, and discontinuities
associated with the abrupt change in the order parameter at
the isotropic-nematic and nematic—isotropic phase transi-
tions. Finally, we also discuss how further manipulating the
image plane of the microscope enables even more accurate
and stabilized measurements in only a single shot, based
on three-beam interference.

2. Setup Description

In this section, we describe the working principle of our
phase measurement technique. Figure 1a shows the sche-
matic illustration of the configuration used for the phase
characterization. Incoming broadband light is shined on the
plane containing the sample and the reference areas, here
shown as metasurface on glass and bare glass, respectively.
An objective and a tube lens are used to image and magnify
the sample-reference plane. A double-hole mask located at
the image plane transmits from one hole only light passing
through the sample and from the other only light from the
reference. A lens images the Fourier plane of the mask, which
consists of two slightly angled beams from the reference and
the sample, on the imaging spectrometer entrance slit to pro-
duce the broadband interferogram on the camera. Figure 1b
shows the working principle of the two holes assisted off-axis
interferometry, where the relative delay between two slightly
angled light beams is mapped into different spatial positions.
This occurs by the aid of the lens, transforming the light from
each hole to a plane wave with well-defined angle. In the case
of uncalibrated system, two acquisitions, rather than one, are
required to obtain the spectral phase of the sample. These
acquisitions are depicted in Figure 1Ic. In the first acquisition,
the two holes, H; and H,, transmit light from the reference
area, while in the second the double-hole mask is moved such
that H; transmits light from the reference and H, from the
sample.

According to the described scheme and the acquisitions
depicted in Figure 1c, the two interferograms captured by the
2D-sensor array corresponds to (see full theoretical description
in the Supporting Information, Section S2)

+HEQe ()T ()]
Ei“)r HT((); )|2 2ikyy
ouLe

caplurcd (A' Y)

(0)
+|E source

B (M) T (A )]
I ‘T“” /l)|2 2y

(1a)

ISt (A7) = | EQee ()T (A) +|Eee (W) T ()
B (AN [T (AN T (A)] A2 (1b)
B e (A [T (A)| T (A)] o8 g2t

where the sub/superscripts “R” and “S” correspond to light
passing through the reference and sample areas, respec-
tively. The light intensity I.purea(4,y) on the 2D-sensor array
depends on the wavelength A and spatial position y, corre-
sponding to the sensor’s horizontal and vertical axes, respec-
tively. Ell.(A) is the spectral electric-field amplitude of
the source, and the complex transmission amplitude of the
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Figure 1. Schematic illustrations of the MICRO-SSRI working principle. a) The broadband interferogram production. Incoming broadband light is
shined on the plane containing the sample and the reference, here shown as metasurface and bare glass, respectively. Double-hole mask passes
from one hole only light from the sample and from the other only light from the reference. A lens images the Fourier plane of the mask on the
imaging spectrometer, to produce the broadband interferogram of the sample. b) Ray optics illustration showing the slightly angled beam gen-
eration from two holes by a single lens. The distance between the holes, I, determines the half-angle between the beams y= atan(l/(2f)). c) For
noncalibrated system, two acquisitions need to be taken: 1) The two holes are placed on the reference area. 2) One hole is placed on the sample

and the other on the reference area.

sample/reference is divided into amplitude and phase terms
according to Ty (A)=| TiR(A)|e**. The y-component of the
wavevector k = 2m/A is directly determined from the angle
y = atan(l/(2f)) by k, =k - sin () (see Figure 1b).

From Equation (1b), we see that the information of interest,
AP(A) = ¢s(A) — Pr(A), is encoded in the modulation at spatial
frequency 2k,. To extract this phase difference, we convolve the
interferograms from Equations (1) with corresponding spatial
band-pass filter Hgp(y)

(I(apmred (A)OHBP)(Y)zn- EL(O)I)II'CE‘ ){ |T(0)

] Zikyy (2a)

= Eégl)nrce (A)‘Z IT:‘U’ (A)l
|T510) (ﬂ.)| eiAm(A)eZikyY

(Iurea ()0 Hie ) (y)

(2b)

Then, by dividing Equation (2b) with Equation (2a), we get
their ratio
[TS(OD (l)

I iAG(4)
(1) .

r(4)=

The absolute value of r(4) is the spectral field transmission
(or reflection) and its phase is the wavelength-dependent phase
difference A@(A) of interest. This way the full complex trans-
mission or reflection spectra is obtained from only two acqui-
sitions. For phase only information, even one acquisition is
sufficient. Full setup description for both the transmission and
reflection modes can be found in Section S1 of the Supporting
Information.
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3. Experimental Results

3.1. Measurements of Refractive Index versus Wavelength
of a Glass Slab

Here, we demonstrate the accuracy of the MICRO-SSRI
method by measuring a glass slab with a specified dispersion.
By accounting for the length of the sample, we extract the wave-
length-dependent refractive index n(4) of the glass. We show
that the fine spectral resolution of the interferograms enables
the obtained phase to be unambiguously unwrapped, even for
a slab as thick as L = 170 pm as long as the refractive index is
known in a single wavelength.

The measured glass slab sample was a high-performance cover
slip made from Schott D263 M glass, with manufacturer reported
length of L =170 + 5 um. Figure 2a,b shows the reference-refer-
ence (Figure 2a) and reference—sample (Figure 2b) interferograms
(according to acquisitions 1 and 2 in Figure 1c), each obtained
within a single acquisition. The large phase accumulation and
dispersion of light passing through the glass sample is visually
evident, in the interferogram shown in Figure 2b, by the oblique
trend of the fringes. After post-processing these interferograms,
as described in detail in Section S2 of the Supporting Informa-

tion, we obtained the phase difference A¢(A)=2%An(}.)L,

shown in Figure 2c. Here An(4) = ny(A) — n,(4) is the difference
between refractive index of the sample ng(4), and the reference
(air in this case) n, (4) = n,; = 1. We note that unwarping the
phase was easily done by requiring continuity of A@(4), where the
fine spectral resolution guaranteed that no phase jumps bigger

© 2020 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 2. Measured interferograms of the a) reference and b) 170 um thick glass sample (Schott D263 M). c) The associated extracted phase of the
sample is shown by the blue solid line. The black dashed lines are the manufacturer bounds for the accumulated phase. d) The top part shows the refrac-
tive index: extracted from the measurements (blue solid line), according to the manufacturer data (red dashed line) and the constant approximation of
n =1.525 (green solid line). The bottom part shows the residuals according to the difference between the experimental and reported refractive index.

than 27 were hidden in the data. We also anchored the phase
in a single wavelength (4 = 666 nm) to account for the correct
wrapping branch. It can be seen that phase accumulation differ-
ences of dozens of radians have been successfully recovered. By
accounting for the manufacturer reported refractive index of the
glass, ny,(4), and for its length,’”) we calculated the upper and
lower bounds of the phase difference, shown by the black dashed
lines in Figure 2c. The two bounds correspond to the 5 um error of
the sample length. It can be seen that the measured phase is well
situated between these two bounds. By isolating ng(A4) from the
AAG(A)
2rL

sample’s refractive index, shown in the top part of Figure 2d. The
length used here was 172 um, which is in the length range of the
glass. Very good agreement with the reported manufacturer data
is seen, with clear deviation from the nondispersive approxima-
tion for this glass of n (4) = 1.5255. The bottom part of Figure 2d
shows the residuals plot according to dn (A) = ng (A) — ny(A).
Error smaller than 5 x 107 is seen at the entire spectral range of
measurements. These measurements demonstrate the accuracy
of the method along with its potential to extract unambiguously
the refractive index of microscopic samples. We stress that even
better accuracy can be achieved by using high-end, aberration-
corrected optics in an isolated optical setup.

, we extracted also the

phase expression, i.e., n, (A)=n, +

3.2. Microscopic Phase Measurement of Metasurfaces

Here, we show the applicability of our technique to analysis
of microscopic samples with complex phase response. For
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this goal, we measure two types of metasurfaces, in reflec-
tion and in transmission. Schematic illustration of the first
metasurface, that was measured in reflection, is shown in
the inset of Figure 3a. The metasurface is composed of three
layers: 200 nm of aluminum, 600 nm of SiO,, and 40 nm
thick squared aluminum nanodisks array of 50 pm x 50 pm.
In Figure 3a, we present the broadband phase measurements
of two samples: sample 1 with radius r = 73 nm and perio-
dicity of d = 270 nm (blue line) and sample 2 with r = 48
nm and d = 240 nm (orange line). The reference used for the
phase measurement is a similar structure without the nano-
disks. Figure 3b shows the corresponding reflection meas-
urements, extracted from the same acquisitions used for the
phase characterization. It can be seen from the reflection
that there are two dips located around = 560 nm (=540 nm)
and = 780 nm (=770 nm), of the blue (orange) curves. These
dips appear due to coupling of localized surface plasmon res-
onance (LSPR) and a Fabry-Perot mode of the structure.*"!
It can be seen that the phase changes significantly around
the resonance dips. At the off-resonance regimes, where the
reflection is high, the phase is close to zero, as expected from
the inclusions deep subwavelength depth. In Figure 3c,d,
we show the phase (Figure 3c) and reflection (Figure 3d)
obtained by FDTD simulations (Lumerical). For simulation
details, see the Supporting Information, Section S3. The
good agreement between measurements and simulation is
evident.

Next, we show measurements in transmission mode of a
metasurface comprised of gold split-ring resonators. The inset
of Figure 4a shows a scanning electron microscope (SEM)

© 2020 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 3. Measurements of a metasurface in reflection mode. a) Phase and b) reflection of the metasurface, for two samples with different geometrical
parameters. The inset of (a) shows schematic illustration of the sample. The associated FDTD simulations of the phase and reflection are shown in

(c) and (d), respectively.

image of the fabricated sample (for the sample’s geometrical
parameters, see the Supporting Information, Section S3). In
Figure 4a, we present the broadband phase measurements for
two angles of incidence: 8 = 0° (blue line) and 6= 30° (orange
line). Figure 4b shows the corresponding transmission meas-
urements. It can be seen from the transmission that for normal
incidence broad LSPR centered at = 840 nm appears. The
phase shows the associated phase change of the LSPR. The
small phase range (= 0.2 7 rad) is due to the transmitted light
being a mixture of scattered light and noninteracting light. The
measurements for € = 30° show two transmission dips cen-
tered around the peak at 4 = 906 nm. The corresponding phase
shows positive d¢/dew values at the two resonances with a sharp
feature at the peak location of anomalous phase, ie., large
negative d¢/dw values. This phase trend reveals the existence
of slow light that accompanies the high transmission value, an
indication for an EIT-like behavior. These EIT-like features arise
due to the interaction of the individual plasmonic particles with
a lattice mode, as further described in ref. [*. For comparison,
we also simulated the phase (Figure 4c) and transmission
(Figure 4d) of the measured metasurface with FDTD solver.
Simulation details can be found in the Supporting Information,
Section S3. Good agreement between the measurements and
simulations can be seen. The deviations can origin from slight
differences between simulation geometrical and materials
parameters and actual ones in the experiments. The measure-
ments and simulations of this metasurface verify that indeed
our method is capable of using collimated light illumination
and extract sharp spectral features spanning a small (<0.25 7
rad)phase range.
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3.3. Real-Time Dynamic Phase Measurements of Nematic LC
under Optically Induced Conformation

In this section, we demonstrate the MICRO-SSRI method’s
capability to perform real-time dynamic broadband phase meas-
urements, by tracking an optically induced nematic-isotropic LC
transition. Schematic illustration of the optical configuration is
shown in Figure 5a. A L =12 um, thick 4-cyano-4'-pentylbiphenyl
(SCB) nematic LC layer oriented with its director horizontally,
was pumped by a focused IR laser beam (1420 nm, =140 fs width
at 80 MHz). Using two polarizers and a broadband half-wave
plate mounted on a motorized rotational stage in between, the
pump beam was set to be horizontally polarized and vary har-
monically in intensity, as shown in Figure 5b,c, in accordance to

I(t)= %Io (1+cos(2n‘%))

where t is the time, I, = 67 mW is the amplitude, and T=45 s is
the modulation period. Due to absorption of the laser beam and
consequent heating of the LC, the LC can be optically driven to
change its conformation between nematic and isotropic./*”l This
leads to dynamic changes in the refractive index of the LC sample,
which can be used to probe the dynamic material conformation.
The dynamically changing phase of a broadband optical
probe beam transmitted through the device (see Figure 5a),
was measured with the interferometer, and presented in
Figure 5b. The probe beam was spanning the range of
450-1000 nm, with =2 mm radius on the LC sample. As shown
in Figure 5a, the measurements were performed such that at

(4)
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Figure 4. Angle-dependent measurements of a metasurface in transmission mode. The measured phase and transmission of the metasurface are
shown in (a) and (b), respectively, for two angles of incidence: 8= 0° (blue line) and 8= 30° (orange line). The inset of (a) shows SEM image of the
measured sample. The corresponding simulated phase and transmission are shown in (c) and (d), respectively.
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Figure 5. LC dynamics. a) Schematic illustration of the experimental configuration. Focused IR beam pumps the sample, and optical beam is used to
probe the broadband time-resolved response. Without the pump beam, the LC is in its nematic state, while strong pump intensities can drive transi-
tions to the isotropic state. The phase is measured at the central position of the focused pump beam. The inset shows an image of isotropic droplet
formation of the LC with a circle of = 20 um radius. b) The spectrally and temporally resolved phase response of the LC. c) Cross-section of the phase
response at A =720 nm (blue curve) and the pump intensity versus time (orange curve). d) Phase versus pump intensity of the LC for =720 nm. The
hysteresis of the LC around the phase transitions is seen.

Adv. Optical Mater. 2020, 2000326 2000326 (6 of 9) © 2020 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



ADVANCED
SCIENCE NEWS

ADVANCED
OPTICAL
MATERIALS

www.advancedsciencenews.com

the image plane of the microscope, the upper hole was col-
lecting light from the position of the incident IR beam while
the lower hole was collecting light from a reference position
that constantly stayed at the nematic state, = 100 pm far from
the center of the pump beam. The obtained temporally resolved
sequence of interferograms was post-processed such that the
initial interferogram was treated as the reference interfero-
gram. Hence, the phase map in Figure 5b shows the phase dif-
ferences of the LC at the focus of the IR pump, at a given time
relative to the initial phase, acquired at t = 0 s. When the pump
intensity reached a threshold value, the nematic LC abruptly
underwent phase transition to the isotropic state. An image of
the LC sample after this optically driven transition is shown in
the inset of Figure 5a, where by a slightly defocused microscope
image, a circle of = 20 um radius of the isotropic state is seen.
In Figure 5b, we show the raw wrapped phase, to emphasize
the rich physics reflected directly from the measurements, even
without the assumptions required for the unwrapping. The
obtained phase values correspond to 27-modulus of

Aq)(/l,t)zAk(/l,t)L=27”L(n(/1,t)—nis°(/l,t=0)) (5)

At t = 0 the measured area, i.e., the area at the pump loca-
tion, was at its isotropic phase, thus the reference refractive
index is n'*°(4, t = 0). It can be seen from Figure 5b that alter-
nating domains, each with temporal width of = 22.5 s, exist,
corresponding to the nematic and isotropic states, as marked
in the figure. These domains appear in accordance with the
pump intensities, qualitatively showed by the black curve. For
low intensities, the LC stays at the nematic state, while for high
intensities transition to the isotropic state is driven.

The phase changes versus wavelength can be easily under-
stood. For the nematic state, the relevant index of refraction
is ny""(A,t) for ordinary rays, due to the perpendicular orien-
tation of the nematic LC director and the polarization of the
probe beam. At the regions in Figure 5b corresponding to the
nematic state, we see increasing phase values for increasing
wavelength values. By examining Equation (5), we see that this
can occur only if n2* (A,t) < n*°(A,t = 0). Indeed, in accordance
with the literature,®! n*(4,t) is smaller than ni*°(4, t = 0)
for any temperature. On the other hand, to explain the same
phase trend at the isotropic state regions, we must account
for the change in the temperature of the LC caused by the
pump beam. If we assume that the temperature changes with
proportion to the intensity of the pump beam, though with
some potential time delay t4, we can write T () = Tpc + Tycos
(27f(t + tg)), with Tpc being the DC temperature term and T,
the amplitude of the modulation. Thus, it is now evident that
the coolest temperature of LC in the isotropic phase should
be in vicinity to the phase transitions. Therefore, as the refer-
ence interferogram at t = 0 s was taken at the isotropic state
just before the isotropic-nematic transition, any further inter-
ferogram acquired in the isotropic state corresponds to higher
temperature. As expected, the refractive index of the isotropic
state descends with temperature.3] Thus, n(4, t) — n*°(4,t = 0)
< 0 for any interferogram of the isotropic state in the sequence,
confirming the observation of the positive phase slope versus
wavelength at Figure 5b. The wiggly trend accompanying the
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phase versus wavelength at the isotropic states, appears due to
diffraction from the circular aperture caused by the isotropic
state (see inset of Figure 5a), and may be used to track the spa-
tial evolution of the transition.

To further analyze also the temporal dependence of the
phase, in Figure 5c we show a cross-section of the phase versus
the time for A = 720 nm. The abrupt optical phase jumps that
accompany the LC phase transitions are evident, while each
state of the LC shows a convex trend of the optical phase. These
trends can be understood by the temperature-dependent refrac-
tive index of the LC. By examining Equation (5), we see that the
only time-dependent term in A¢(4, t) is n(4, t). By accounting
for the time-dependent temperature T(t), for any wavelength
A, we obtain the relation A@(A, t)e<n(A, Tocos (27af(t + tg))). It
is known from the literature®! that n)**(1,T) and n'*°(,T)
increase and decrease as a function of the temperature, respec-

o™ (A,T) an™(4,T)
oT T
that arises from the last two conditions about the trend of the
refractive indices and their derivatives, is that the optical phase
should follow a similar trend to the pump trend, though with
opposite sign for the isotropic state. This exactly agrees with the
observations from Figure 5c.

Finally, in Figure 5d, we also show the measured phase
versus the pump intensity, for wavelength of A = 720 nm.
The arrows are pointing toward the direction of the device
temporal evolution. The regions in red and blue correspond to
the nematic and isotropic states, respectively, while the green
region corresponds to the transition between these states.
For any pump intensity, the phase takes one of two values,
depending on the direction of the pump change, i.e., whether
dI(t)/ ot is positive or negative. This behavior shows the out-of-
thermal-equilibrium hysteresis of the LC.

We stress here an important point regarding temporal
dynamics measurements attainable with the MICRO-SSRI
method. As demonstrated in this section, the method can be
used for real-time characterizations. The temporal resolution
of these characterizations is limited by the speed of the camera
that is used, as the system has no mechanical moving parts. The
limiting factor in our case was the readout rate of the imaging
spectrometer’s camera (Andor Newton 970), which enabled cycle
time no shorter than 0.15 s. In cases where higher temporal res-
olution is required, one can also implement the MICRO-SSRI
method within a pump-probe type experiment.*!l For this, the
three-beam interference approach (see the Supporting Informa-
tion, Section S4) can be particularly suited as it enables to obtain
in only a single acquisition stabilized measurements.

The presented example given in this section, for real-time
dynamical broadband phase characterization, shows the
MICRO-SSRI method’s suitability for studies concerned with
temporal dynamics, highly relevant for the design of active opti-
cally controlled device applications.

tively, i.e., >0, and <0. The conclusion

4. Noise and Resolution Analysis

For the static and dynamic measurements presented in this
paper, there are two types of associated noise. The static meas-
urements, used in Sections 3.1 and 3.2, rely on two successive

© 2020 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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acquisitions (see Figure 1c), and the dynamic measurements,
used in Section 3.3, are based on acquiring multiple successive
interferograms and referring to the first interferogram as a ref-
erence. We refer to these two types of measurements as moving
reference interferogram (MRI) and a constant reference inter-
ferogram (CRI), respectively. To estimate the temporal noise for
these two types of measurements, we performed 540 successive
acquisitions, equally spaced by 20 s. To calculate the standard
deviation (SD) for the case of MRI, we referred to every two
successive acquisitions as a couple of reference-reference and
reference—sample interferograms, according to the description
in Sections 2. To calculate the CRI, we refer in all measure-
ments to the first captured frame as reference-reference inter-
ferogram. Even though the environmental conditions of the
setup were not ideal including open setup and vicinity to closed-
loop air-conditioning engines, we found very good SD values.
For both the MRI and CRI, the SD was smaller than 0.01 7 rad.
These values, influenced by various sources of vibrations, can
be substantially improved by better isolations of the system. We
can further improve the interferometer stability by relying on
three-beam interferencel***! within only a single acquisition
(see the Supporting Information, Section S4). The method’s
spectral resolution is determined by the imaging spectrometer
spectral resolution. In our case, it was = 0.13 nm and can also
be improved by using a system with better resolution. The spa-
tial resolution of the method is limited by the resolution of the

microscope’s objective lens, often defined as , where NA

2-NA

is the numerical aperture. To meet this limit, the diameter of
the holes at the double-hole mask should be smaller than the
multiplication of the objective lens’s resolution and magnifica-
tion. In our implementation of the technique, the holes diam-
eter was = 10 um, the NA was 0.4, and the magnification was 20
and 50, for the measurements in transmission and reflection,
respectively. Thus, over the entire measured range indeed the
spatial resolution was determined by the objective lens.

5. Conclusions

We have presented the MICRO-SSRI method to obtain the
spectral phase and amplitude of a microscopic sample, either
in reflection or transmission. The MICRO-SSRI overcomes
long standing limitations in the field of microscopy interfer-
ometry by offering a new approach of spatially filtering the col-
lected light at the image plane of a microscope and imaging the
Fourier plane of the filtered image on the entrance slit of an
imaging spectrometer. This approach enables flexible sample
illumination, stable and easy-to-align single, or double acqui-
sition spectral phase extraction by only slightly modifying a
typical spectroscopy microscope setup. We experimentally dem-
onstrated the new method in measuring the phase response of
metasurface samples both in reflection and transmission and
showed good agreement between the simulated and meas-
ured phases. We also demonstrated the method’s capability of
dynamic measurements by real-time tracking the phase and
amplitude of transmitted light through a nematic LC under-
going a phase transition from nematic to isotropic. Additionally,
we offer a route to further decrease the noise and enhance the
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interferometer stability by referring to a triple-hole mask and in
only a single acquisition using the technique of three-beam
interference. We believe that the MICRO-SSRI method will be
useful for both microscopic and macroscopic optical material
characterization. It may show special advantage for characteri-
zation of metasurfaces or 2D material. Furthermore, the oppor-
tunity to spectrally measure phase of dynamic processes with a
stable and easy to align setup will be beneficial for the study of
various biological, chemical, and physical processes.

Supporting Information

Supporting Information is available from the Wiley Online Library or
from the author.
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S1. Setup description

The elaborated setup description for the measurement of both reflection and

transmission amplitude and phase is shown in Figure S1.

Double holes
(image plane)
450-2400 nm N2 P FM  Sample it
_ i, Obj. ] Imaging
Supercontinuum Spect ter
e | X20/0.40 ] pectromete
Rotational
m —
stage 2
Sample
Obj. -
.
X50/0.40

Figure S1. The experimental setup for the reflection and transmission phase and amplitude
measurements. The common parts of the transmission and reflection paths of the setup
comprised a supercontinuum source, half-wave plate (42) and a polarizer (P) at its beginning
and a double-hole mask, 2f system, and an imaging spectrometer at its end. The transmission
path included in-between a sample on a rotational stage, and objective lens (Obj.). The switch
to the reflection mode was done by the two flip mirrors (FM), while in-between there was a

mirror (M) beam splitter (BS), objective lens (Obj.) and a sample.
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S2. Theoretical background
S2.1 The broadband interferogram formation

Here we formulate the theoretical background of the broadband interferogram
generation. For simplicity, we consider the electric fields as scalars, while generally the
vectorial nature of the fields can be accounted for by repeating the acquisition and post-
processing for each polarization. According to Figure 1b, the origin of coordinates will be
taken on the optical axis at the center between the double holes. The fields are recorded and
analyzed at the Fourier plane located at z = 2f. Say we want to extract the spectral phase
information of the image at a point (x,y). For brevity we denote this point by S. The phase
will be extracted relative to two identical points at the reference area (see Figure Ic), denoted
by R. We also denote the upper hole H; and the lower hole H,. Light emitted from H; and H,

will have at z = 2f the following plane wave form:

Ey, = Qe (Fm7-at-t0) (S1a)
Ey, = EDe (b P-ott-t) (S1b)

Where 7 = (x,y,z) is the position vector. The times t and t, are the time and an arbitrary

time reference, accordingly, which as we will see will not play any role in the calculations due

to cancelation at the detector. EHl and EHz are the k-vectors describing the slightly titled

planed waves that form due to the 2f system:

ku, = (0,—k,,k,) (S2a)

ky, = (0,ky, k,) (S2b)

and:
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ky =k - sin(y) (S3a)

k, =k - cos(y) (S3b)

Where k = ZTH is the magnitude of the wavevector. The holes spacing denoted by [ (see Figure

1b) determines the tilting angle:

y = atan (I/TZ) (S4)

Where f is the focal lens of the lens used to image the Fourier plane of the double-hole mask
(see Figure 1b). The fields Eg? and E ,(,2) from Equations (S1) are the complex amplitudes of

the electric fields passing through H; and H,, respectively. The fields get their contributions
both from the illumination source Eg,,;ce Which is spatially uniform, and from the electric

field complex transmission amplitude of the studied sample at H; and H,. These quantities are

Ty, (4) and Ty, (1), respectively. Therefore E F(l(i) and E f(,(;) can be written as:

E}(g) (D) = Esource@) Ty, (1) = Eﬁgirce ) T’S(I)) (}’)l eiPsource(d) pidn, (1) (S52)

ES (D) = Esource() T, () = |[EQrce () TV ()| eisource@eii @ (s5p)

An imaging spectrometer, with its entrance slit placed at a distance of z = 2f from the
double-holes mask, is used to capture the interference pattern of the fields described in
Equations (S1)-(S5). The imaging spectrometer is equipped with a diffraction grating that
disperses the light along its horizontal axis to the different spectral components followed by a
CCD detector. Thus, the x-axis of the imaging spectrometer is devoted to spectral information
and the y-axis to spatial information. In the case of uncalibrated system two acquisitions,
rather than one, are required. Working by this scheme further relax the need for fine

alignment of the optical setup. These two acquisitions are depicted in Figure 1c. In the first
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acquisition H; and H, transmit light from the reference (R) area. In the second acquisition the
double-hole mask is moved such that H; transmits light from the reference (R) and H, from
the sample (S). As the counts on the camera sensor are proportional to the light intensity

falling on it, for the two above cases we measure:

IanviraaA) = |Enyr + EHZ,Rlz = (Ep,p + EHZ,R)(E;II,R + E;IZ,R)

- |E1S(i)'R|2 + |E1(12).R|2 + EH1,RE132,R + E;Il,REHZ,R

(S6a)
2 2

_ |z (0) 0) (0)+ —2ik

= IEHl,R + |EH2,R| + Ey, rEn, g€ Yo

e

2 * *
Ic"?dsptured()‘i y) = |EH1,R + EHZ,Sl = (EHl,R + EHZ,S)(EHLR + EHZ,S)

_ |z |? © | p "

= |EH1,R| + IEH2,5| + Ey, rEn,s + En, rEn, s
(S6b)

@ P 4 [g© |* 4 p© p©x,-2ik
= IEHI,Rl + |EH2,S| + Ep, pEp, s ™"
B
After explicitly writing in Equations (S6) the y-dependent phase according to each hole, for

the sake of brevity, we can omit the notations H; and H,. By substituting Equations (S5) into

Equations (S6) we get:

2 2
BB DO + B0 T

I?cﬁ)tured (A' y) =

E(O)

source

+ ) |2 e (,1)|2e—2“<yy (S7a)

2 2
+ |EQuree ) | [T )| €2ty
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2
Bl o 7600

OPNG
captured (’1 Y. ) - source (A) TR (’1)| +

E© (A)|2|TI§0)(A)||Ts(o)(D|ei(¢R(x)-¢s(A))e-zzkyy (S7b)

source

E© ) |2 |T;§0) (A)”TS(O) (A)|e—i(¢R(A)—¢S(A))e2ikyy

source

4_

These equations for IZ®,(4,v) and IZ3, (4, y) describe the data of the obtained interferograms.
We see from Equation (S7b) that the information of interest, ¢s(1) — ¢z (1), is encoded in
the modulation at spatial frequency 2k,,. The post-processing of these interferograms in order

to extract this phase data is described in the following section.

S2.2 The broadband interferogram post processing and spectral phase extraction

In this section we describe the post-processing that is used in this work for the spectral
phase extraction from the obtained interferograms according to Equation (S7). To extract the
phase difference A¢p(1) we convolve the interferograms from Equations (S7) with band-pass

filter Hgp () to filter the term modulated at spatial frequency 2k,

2 2 .
Eurce @ | [TV )| 2ty (S8a)

( captured (A)GHBP)()’) =T

2 . .
EQrree@ | [TO0)||10 @) ]ei26@e2ikyr  (S8b)

( captured (A)QHBP)(.V) =T

Then, by dividing Equation (S8b) with Equation (S8a) we get their ratio:

[0

o) el (59)

r(d) =

The absolute value of r(A) is the spectral field transmission (or reflection) and its

phase is the wavelength dependent phase difference A¢(4) of interest.
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We stress here that the y coordinate appearing from Equations (S6) to (S8) can
directly be mapped to relative time delay 7 between the two interfering beams. The relation
between y and 7, under the assumption of f >> [, reads:

_yl
- %

T (S10)

Where c is the speed of light and f is the focal length of the lens used in the 2f system. This
relation can either be seen from the interferogram spatial frequency according to the
derivation above, or from geometrical optics considerations. Thus, the number of fringes

appearing on the camera sensor of vertical length L, will be:

Ll
Nfringes = f_/l (S11)

The accuracy of phase extraction increases with Nfyinges -

S2.3 Aliasing and ambiguity in phase determination

The interferograms described in Equations (S7) are captured with a discretized sensor
array, e.g. CCD. Therefore, two kind of aliasing can result from this discretization, associated
with the two axes of the detector. The first aliasing condition, related to the y-axis of the
detector can be derived from the requirement that each interference period along the y
direction will be captured by at least two pixels. Writing it in terms of the setup parameters

we get:

2l < Af (S12)

While Ly, is the pixel length. The second aliasing condition requires that between adjacent
columns, i.e. adjacent wavelengths, there will be no more than 2 radians jumps of the phase

difference:



WILEY-VCH
1Ap (Ao + AX) — Ap(Ay)| < 27 (S13)

While AA denotes the spectrometer spectral resolution. In a typical interferometric
measurement where A¢ is obtained at only a single wavelength, the condition A¢p < 2w must

be satisfied in order to determine unambiguously the phase difference. In cases where more

[1-4]

than 2m phase change is introduced various unwrapping algorithms or brunch

determination methods®”

are applied to attempt to uniquely determine A¢. Here we show
that using our method, in some cases the phase can directly and unambiguously be obtained

even for ranges of A¢ > 2m. If we write explicitly the terms in Equation (S13) we obtain:

dn(1)
0 AAL < 21 (S14)
dA
2.:).0
o (n(l)_nref) a2
From here we can see that we gain a factor of G for the phase variation, where n..¢

dr 13=29
is the refractive index in the reference region. To give typical numbers to this value we can

consider for example the case of weakly dispersive materials, such as glass, that satisfy

dan(a)
dA 13=2,

AL <1072 nm™1, and take a typical value of AA = 0.1 nm. For these conditions,

when the reference region is in air, we get a factor larger then 103 times larger in the
detectable phase variation compared to the common case of A¢ < 2m. If we state it in terms
of sample thickness, a layer about 1 mm thick can be measured within the full optical sub-
cycle accuracy, directly, without the need for additional phase unwrapping. We demonstrate

these striking capabilities in Section 3.1 of the main text.

S3. Sample's geometrical parameters for the reflective and transmissive metasurfaces

In Section 3.2 in the main text we presented measurements and FDTD simulation

results of metasurfaces in reflection and in transmission. These metasurfaces, consisting of
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50 um X 50 um squared array, were fabricated by a standard electron-beam lithography.
The reflective metasurfaces consisted of a 600 nm layer of SiO, on top of a 200 nm layer of
aluminum. A 40 nm thick aluminum nanodisks array were written on top of the SiO, layer.
The radius and periodicity of samples 1 and 2 were r = 73 nm, d = 270and r = 48 nm,
d = 240, respectively. In the FDTD simulations the dimensions were r =73 nm, d =

265 nm, and r = 52 nm, d = 225 nm, for samples 1 and 2, respectively.

The transmissive metasurfaces were comprised of a squared gold SRRs array. The
array x and y-spacing was d, = 270 nm and d,, = 800 nm, respectively. Each SRR had
190 nm base-length, 225 nm arms-length, 55nm arms-width, 95 nm base-width, and
thickness of 40 nm. The sample was covered by immersion oil (n = 1.51), to obtain
symmetric refractive index environment. In the FDTD simulations the physical dimensions of
the SRRs were: 170 nm base-length, 200 nm arms-length, 50 nm arms-width, 95 nm base-

width and thickness of 40 nm.

S4. Three-beam interference for reduction of acquisition noise

The idea is based on using a triple-hole mask with two reference holes and a sample
hole. In this way the obtained interferogram will be composed of three different periodicities
which enable, by Fourier analysis similar to the described in Section 2 of the main text, the
extraction of the relative phase of the light passing through every pair of holes. We can write

the phase extracted from every two holes H; and H; (i,j = [1,2,3]) as a part originating from
wanted

the sample under inspection, A¢Hi,H,~ , plus a residual part A¢>}‘,’i‘,,"}’}f‘"ted that originates from

noise associated with small differences in the optical path:

Apin, = DOHG + Apiyanted (S15)
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Thus, in the triple-hole case we will extract simultaneously the phases of the reference-sample

and the reference-reference such that:

Aprs = Ad’}Vev,gnted ¥ A‘P%,’_lswamed (S16a)

Adr, r, = ApTRI e (S16b)

Where Equation (S16a) can be obtained by averaging the phase extracted from the sample
hole relative to each of the references holes for better accuracy. Equation (S16b) contain only
the unwanted phase term because the paths of the two references beams are the same at the
object plane. Hence, subtraction of Equation (S16b) from Equation (S16a), gives only the

desired phase term with better time stability and reduced noise and drift.
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In this thesis we explored collective coherent interactions of light with metallic nanoparticle
arrays. We specifically focused on several aspects: manifestation of the coupling between the
constituting nanoparticles on the nonlinear optical response, harnessing the collective
interaction to affect the temporal dynamics of short pulses, and development of a corresponding
phase characterization tool that was essential for our studies. In the following, we shortly
summarize each of the presented works, and then provide an outlook for this thesis.

In section 2.1 we showed that collective interaction of nanoparticles can greatly affect the
nonlinear response. Specifically, we demonstrated how coherent interaction at the SH
frequency substantially enhance the nonlinear generation efficiency. This enhancement occurs
according to a new resonant condition in plasmonic nanoparticle arrays, called nonlinear SLR
(NL-SLR). The NL-SLR emerges from nonlinear photonic-plasmonic hybridization, which
occurs when these modes spectrally coincide. The nonlinear photonic mode, called nonlinear
RA, is a distributed mode associated with coherent diffraction of the nanoparticles along the
surface of the array, at the nonlinear harmonic frequency. On the other hand, the plasmonic
mode is a localized mode, emerging from the collective oscillations of the free electrons at the
nonlinear harmonic frequency in each of the nanoparticles. To theoretically investigate these
observations, we introduced a treatment based on extension of the CDA to the nonlinear regime.
Specifically, for the case of infinite array we obtained a closed form solution for the second-
order polarization of the nanoparticles. The resulting expression generalizes the behavior of the
nonlinear response described by Miller's rule [95,102] and predicts the existence of the NL-
SLRs. Furthermore, we also showed analogy between our nonlinear results and the historical
Wood's anomalies observed in 1902 for linear diffraction from metallic gratings [134]. In
addition, the presented theoretical treatment provides a framework to understand variations in
the spectral nonlinear response of nanoparticle arrays also due to non-coherent coupling, e.g.
near-field coupling, as was previously experimentally observed [100].

Following the publication presented in section 2.1 and the demonstration of nonlinear
enhancement by linear SLR [101], numerous works have studied control and enhancement of
the optical nonlinear response by of collective interactions [135-142]. For example, in O.
Doron et al. [135] we obtained an explicit expression for the third-order polarization in
plasmonic nanoparticle arrays and showed that judicious design cause an intriguing interference
between the direct and cascaded third-harmonic generation; S. Chen et al. [138] demonstrated
strong nonlinear optical activity induced by SLRs; and D. C. Hooper et al. [136] measured 450-
fold enhancement of the SHG thanks to collective effects.

The second manuscript presented in this thesis, in section 2.2, deals with generation of tunable
transparency and slow light windows in plasmonic nanoparticle arrays, induced by collective

coherent interaction. We showed how coupling between the particles’ LSPR and the lattice RA
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resembles the coupling dynamics of the resonances responsible for the well-known
phenomenon of EIT. The corresponding spectral transmission line shape consisted of two
transmission dips with a narrow peak in the middle that reaches over 90 percent transmission.
Attractively, this peak is associated also with slow light behavior, as theoretically predicted by
the CDA and experimentally measured by the interferometric method presented in section 2.3.
The slow-down factor that we achieved was ~60 over a wide tunable spectral range of ~200
nm, in the near-infrared spectral range. The presented mechanism to obtain tunable slow light
with nano scale devices, i.e. metasurfaces, may find important realizations for on-chip all-
optical signal processing, sensing, displays and tunable filtering.

Finally, in section 2.3, we introduced a novel interferometric method for fast and broadband
microscopic phase characterization, based on common-path configuration. We experimentally
demonstrated the new method by performing several challenging measurements with high
accuracy. Among these, we measured the phase response of metasurfaces both in reflection and
transmission. In addition, we showed the method's capability of dynamic measurements by real-
time tracking the phase and amplitude of light transmitted through a nematic LC undergoing a
phase transition to the isotropic state. The presented method is highly suitable for measuring
collective coherent effects in metasurfaces, as it enables collimated illumination conditions,
which are essential for the associated spectral features to appear. In addition, the opportunity to
spectrally measure phase of dynamic processes with a stable and easy to align setup may be
beneficial for the study of various biological, chemical, and physical processes.

As an outlook, we wish to connect the research presented in this work to a broader scientific
scope. The interaction of many, well characterized, individuals is the foundation of numerous
systems spanning different branches of science, from earthquakes to ecosystems, neurons to
neutrinos [143]. The investigation of these systems, typically referred to as networks, has
revealed fascinating dynamics. For example, some intriguing phenomena that are being
investigated include phase transitions and their temporal analogue [144], synchronization,
chaotic dynamics and different stability states [143], pattern formation [145], spontaneous
symmetry breaking and chimera states [146-148]. In the case of metasurfaces, there is a high
degree of flexibility in the design of both the individual building block’s response, and the
interaction between them. Therefore, we believe that inspiration from other research fields calls
for scientific cross-fertilization and exploration of analogous phenomena in metasurfaces [149].
Specifically, we outline some potentially attractive research directions. First, as networks often
become extremely interesting when nonlinear dynamics govern their response, exploration of
collective nonlinear interactions in metasurfaces, outside the regime of the undepleted pump
approximation, can be highly attractive. This regime can possess nontrivial stability states,

chaotic dynamics, and can also be beneficial for supporting mirrorless OPO by distributed
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feedback mechanism and generation of entangled photon pairs. Furthermore, the inspiration
from other networks, along with scientific curiosity, also motivates the investigation of finite-
size effects, temporal dynamics, active control, higher order nonlinear processes, and nontrivial
topological states in metasurfaces governed by the collective interactions.

On the technological level, understanding and controlling the complex collective dynamics of
metasurfaces can be highly beneficial for a variety of applications, thanks to the associated
high-quality factors, spectrally narrow linewidths and enhanced near fields. For example, the
collective resonances have proved attractive for lasing [150-153], sensing [83,154-156],
photovoltaics [157,158], modulators [159,160] and displays [161,162]. In addition, the
associated dynamics has potential for applications in communications [163],
optoelectronics [164], data storage [76,165] and all-optical signal processing [166]. Therefore,
as more knowledge and control techniques in this thriving research area accumulate, along with
improvement in fabrication methods to enable high-quality and large-scale fabrications, real-
life devices will potentially emerge, enabling the integration within and improvement of
existing state-of-the-art developments.

To summarize, we believe that the research area of collective dynamics in nanostructured
materials has a promising future, from both the fundamental scientific and technological
applicative aspects. By cross-field fertilization and physical integration with other platforms
for nanoscale light manipulation, this research area is expected to further grow, and yield
significant discoveries and developments.
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